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Abstract

Despite significant advances, the performance of state-of-the-art continual learning approaches hinges on the unrealistic scenario of fully labeled data. In this paper, we tackle this challenge and propose an approach for continual semi-supervised learning—a setting where not all the data samples are labeled. An underlying issue in this scenario is the model forgetting representations of unlabeled data and overfitting the labeled ones. We leverage the power of nearest-neighbor classifiers to non-linearly partition the feature space and learn a strong representation for the current task, as well as distill relevant information from previous tasks. We perform a thorough experimental evaluation and show that our method outperforms all the existing approaches by large margins, setting a strong state of the art on the continual semi-supervised learning paradigm. For example, on CIFAR100 we surpass several others even when using at least 30 times less supervision (0.8% vs. 25% of annotations). The code is publicly available on https://github.com/kangzhiq/NNCSL.

1. Introduction

Continual learning (CL) refers to the learning scenario where training data arrives sequentially, which results in a continuously evolving data distribution. Several efforts have been devoted to this topic in recent years, enabling impressive progress [19]. However, most of the state-of-the-art CL methods are based on a strong assumption: the data is fully labeled. This is an unrealistic scenario, as labeling data is oftentimes expensive (e.g., for the expertise required or the amount of annotations), hazardous (e.g., for privacy or safety concerns), or impractical (e.g., in a real-time online scenario) to be acquired in real-world applications. Thus, enabling CL methods to learn with partially labeled data is of great importance. Unfortunately, this challenge has been overlooked for a long time, with a few recent attempts [8, 46, 53].

One way of addressing the above-mentioned problem is a setting where not all the data samples are labeled, such as semi-supervised learning. Many approaches exist to tackle this learning problem in the offline scenario, based on pseudo-labeling [29, 48], de-biasing [16], self-supervised learning [58] and recently non-parametric classifiers [4]. However, these methods are either ineffective or not easily extendable for the continual scenario, as shown in [8] and [53], even when paired with well-known CL methods. This stimulated the community to investigate new approaches for continual semi-supervised learning [8, 53], which was first formalized by [53]. This new learning scenario brings novel challenges. One issue is that the model catastrophically forgets the representations of unlabeled data while also overfitting the labeled set. This is exacerbated by another well-studied phenomenon in CL: overfitting the experience replay buffer [10]. The approaches in [8, 53] partially mitigate these issues on small-scale datasets. However, in our experiments, we find these strategies to be ineffective when the complexity of the data increases, e.g., in datasets with more classes, more samples or higher resolution images (see Fig. 1 (left) and results in Sec. 6). Therefore, we argue that there is a clear need for more powerful continual semi-supervised learning methods.
Another finding of our investigation on continual semi-supervised learning is that methods that directly minimize risk on the memory buffer (i.e., using the cross-entropy loss on labeled samples) are more prone to the overfitting issue described above (see Sec. 6, Tab. 4). Instead, we found that methods like PAWS [4] that use the representations of labeled samples as a proxy to compare views of unlabeled samples are more robust on that matter, also enabling better information extraction from the unlabeled set. However, a naïve application of PAWS results in poor performance, as it is not designed for scenarios with data distribution shifts, as shown in Fig. 1 (right).

In this paper, inspired by [4], we propose to unleash the power of soft nearest-neighbor classifiers in the context of continual semi-supervised learning. In particular, we leverage their ability to non-linearly partition the feature space in two ways: i) to learn powerful representations of the current task using a self-supervised multi-view strategy, and ii) to distill previous knowledge accounting for both sample-wise and class-wise relationships. The resulting method, named NNCSL (Nearest-Neighbor for Continual Semi-supervised Learning), outperforms all related methods by very large margins. For instance, as shown in Fig. 1, on CIFAR100 our method matches or surpasses all others with more than 30 times less supervision (0.8% vs. 25% of annotations), and our NND (Nearest-Neighbor Distillation) loss mitigates forgetting better than other competitive distillation approaches.

The main contributions of this work are as follows:

- We propose NNCSL, a novel nearest-neighbor-based continual semi-supervised learning method that is, by design, impacted less by the overfitting phenomenon related to a small labeled buffer.
- We propose NND, a new distillation strategy that transfers both class-level and feature-level knowledge from the previously trained model using the outputs of a soft nearest-neighbor classifier, which effectively helps alleviate forgetting.
- We show that NNCSL outperforms the existing methods on several benchmarks by large margins, setting a new state of the art on continual semi-supervised learning. In contrast to previous approaches, our method works well on both low and high-resolution images and scales seamlessly to more complex datasets.

2. Related work

Semi-supervised learning. Semi-supervised methods focus on learning models from large-scale datasets where only a few samples have associated annotations. Since deep networks have become the mainstream in semi-supervised learning, several different approaches [18] have been introduced. Earlier strategies for this learning paradigm applied to deep architectures leveraged pseudo-labels and performed self-training based on them [29]. This scheme was later improved with confidence thresholding [2] and adaptive confidence thresholding [56, 59]. More sophisticated methods for incorporating the confidence of the predictions and filtering out spurious samples were also developed, such as FixMatch [48], which employs a student-teacher architecture. Other approaches demonstrated the benefit of co-training [37] and distillation [55].

Another class of approaches was derived with the idea of imposing similar predictions from the network for two samples obtained with different input perturbations. Notable examples of this consistency based category are [4, 5, 27, 33, 35, 43, 49, 52, 60]. For example, [4] considered a consistency loss and soft pseudo labels generated by comparing the representations of the image views to those of a set of randomly-sampled labeled images. Different strategies can be also combined and there exist methods which integrate both pseudo-labeling and consistency regularization. Recently, sample mixing techniques, such as MixUp, were also investigated in the context of semi-supervised learning for improving the model performance on low-density sample regions [6, 7, 31]. Ideas from self-supervised methods were also introduced into semi-supervised learning. For instance, self-supervised pre-training was found beneficial in [11], exponential moving average normalization was adopted in [11] and contrastive learning was considered in [3]. However, none of the aforementioned works addressed the problem of learning in an incremental setting.

Continual learning. Since learning from data in an incremental fashion is of utmost importance in many applications, several CL approaches have been proposed in the last few years. According to a recent survey [19], existing CL methods can be roughly categorized into three groups. The first category comprises regularization-based methods [13, 14, 20, 22, 24, 25, 30, 45, 54], which address the problem of catastrophic forgetting by introducing appropriate regularization terms in the objective function or identifying a set of parameters that are most relevant for certain tasks. Replay-based methods [9, 15, 32, 34, 39] correspond to the second group, and they store a few samples from previous tasks or generate them in order to rehearse knowledge during the training phases for subsequent tasks. Finally, the third category is parameter isolation methods [42, 44], which operate by allocating task-specific parameters.

While the vast majority of these methods operate in a supervised setting, recent works addressed the problem of overcoming catastrophic forgetting in the challenging case of limited or no supervision [1, 8, 21, 28, 38, 46, 47, 53]. However, most of them have default settings that are significantly different, e.g., the use of external datasets, the accessibility of labeled/unlabeled data during continual learning stages, leaving only a few [8, 53] to be comparable in
our desired realistic setting. In particular, Wang et al. [53] addressed the continual semi-supervised learning problem and proposed ORDisCo, a method that continually learns a conditional generative adversarial network with a classifier from partially labeled data. Contrastive Continual Interpolation Consistency (CCIC) [8] is another approach, which leverages metric learning and consistency regularization for extracting knowledge from unlabeled samples. Our work radically departs from these previous methods, as we design NNCSL, a novel approach for continual semi-supervised learning based on a soft nearest-neighbor classifier. Our empirical evaluation demonstrates that NNCSL surpasses existing methods by a large margin.

3. Continual semi-supervised learning

We formally define the problem of continual semi-supervised learning in this section. Let the training data arrive sequentially, i.e., as a sequence of $T$ tasks. The dataset associated to task $t$ is denoted as $D_t$, with $t \in \{1, ..., T\}$. Learning is therefore performed task-wise, where only the current training data $D_t$ is available during task $t$. When switching from one task to the next one, previous data is systematically discarded. Since the available dataset is not fully labeled, we further divide it into two subsets such that $D_t = U_t \cup L_t$. Typically in a semi-supervised learning scenario, we have $|L_t| \ll |U_t|$, the ratio $|L_t|/|U_t|$ is kept constant for all the tasks. In addition, it is common practice in the CL literature [8, 39] to allow the retention of a constant for all the tasks. In particular, Wang et al.

Figure 2. Illustration of the learning process in continual semi-supervised learning.

4. PAWS for CL: Strengths and weaknesses

We now introduce PAWS [4] and describe its strengths and weaknesses in scenarios with data distribution shifts. During training, the mini-batches that the model receives are composed of labeled and unlabeled data, with $K$ and $N$ as batch sizes for these two sets respectively. Unlabeled images in the batch are augmented twice using common data augmentation techniques to obtain two correlated views of the same sample ($x, \hat{x}$). The model processes the batch, producing the projected representations $h_l$ and $(h_u, \hat{h}_u)$ for labeled and unlabeled samples respectively.

The main idea behind PAWS is to assign pseudo-labels for unlabeled samples in a non-parametric manner by considering their relationship with labeled samples. Samples are compared in the feature space using the cosine similarity of projected features, and then the pseudo-label is obtained by aggregating labels according to the similarities. More formally, let the superscript $k$ represent the index of the $k^{th}$ sample in the labeled mini-batch, and $\delta$ be the cosine similarity. One can apply a soft nearest-neighbor classifier to classify the augmented unlabeled sample $x_u$ as follows:

$$\hat{v} = \text{SNN}(h_u, S, \epsilon) = \sum_{k} e^{\delta(h_u, h^k_l)/\epsilon} y^k, \quad (1)$$

where $S = [h^1_l, ..., h^K_l]$ are the features of the support samples and $\epsilon$ is a sharpening parameter that controls the entropy of the pseudo-label. Similarly, we can classify the other view of the same sample $v = \text{SNN}(h_u, \tau)$, with the only difference that we use a more gentle sharpening parameter $\tau > \epsilon$, referred to as the temperature. Now, we can use $\hat{v}$ as a target pseudo-label and train the network through
the cross-entropy loss:
\[ \mathcal{L}_{\text{SNN}} = H(\mathbf{v}, \hat{\mathbf{v}}). \] (2)
By nature, this loss is asymmetric, but it can be symmetrized by swapping the two views.

The mechanism described above encourages the network to output consistent representations for similar inputs, while also accounting for the distribution of the classes in the feature space. However, one issue with this formulation is that the network could output unbalanced or even degenerate predictions where some classes are predicted more frequently than others. To avoid this, PAWS imposes the distribution-wise likelihood of all the classes to be uniform across all the classes, even for the ones whose unlabeled samples are unavailable. A simple solution would be to use the labeled data of the current task and discard the buffer, but this is sub-optimal as the buffer is critical for CL.

Another important drawback of PAWS in the context of CL is that it performs best when fine-tuned with supervision only (using a linear classifier), similar to many methods based on self-supervised objectives. This also alleviates the computational issues of nearest-neighbor at inference time. However, this two-stage pipeline (pre-training and then fine-tuning) poses a problem for CL. Should we retain the fine-tuned model or the one obtained after pre-training? How do we compare with other methods that do not need fine-tuning? In the following section, we describe our solution to overcome these limitations.

The advantage of this soft nearest-neighbor formulation is that it utilizes labeled samples as support vectors, not as training samples, which reduces overfitting. This property is interesting from the point of view of continual learning, since we would like to extract as much training signal as possible from the memory buffer. However, adapting PAWS for CL is not trivial, as the method is not designed to work under data distribution shifts. The key issue of PAWS in the CL setting is the assumption that the labeled and unlabeled sets exhibit the same distribution. This is untenable in CL, as the memory buffer contains classes that are not in the unlabeled set of the current task. MEM loss aggravates this problem, as it tries to scatter the pseudo label over all the classes, even for the ones whose unlabeled samples are unavailable. A simple solution would be to use the labeled data of the current task and discard the buffer, but this is sub-optimal as the buffer is critical for CL.

Another important drawback of PAWS in the context of CL is that it performs best when fine-tuned with supervision only (using a linear classifier), similar to many methods based on self-supervised objectives. This also alleviates the computational issues of nearest-neighbor at inference time. However, this two-stage pipeline (pre-training and then fine-tuning) poses a problem for CL. Should we retain the fine-tuned model or the one obtained after pre-training? How do we compare with other methods that do not need fine-tuning? In the following section, we describe our solution to overcome these limitations.

Given these two losses, the total loss for PAWS is a weighted average of the two:
\[ \mathcal{L}_{\text{PAWS}} = \mathcal{L}_{\text{SNN}} + \lambda_{\text{MEM}} \cdot \mathcal{L}_{\text{MEM}}. \] (4)

The advantage of this soft nearest-neighbor formulation is that it utilizes labeled samples as support vectors, not as training samples, which reduces overfitting. This property is interesting from the point of view of continual learning, since we would like to extract as much training signal as possible from the memory buffer. However, adapting PAWS for CL is not trivial, as the method is not designed to work under data distribution shifts. The key issue of PAWS in the CL setting is the assumption that the labeled and unlabeled sets exhibit the same distribution. This is untenable in CL, as the memory buffer contains classes that are not in the unlabeled set of the current task. MEM loss aggravates this problem, as it tries to scatter the pseudo label over all the classes, even for the ones whose unlabeled samples are unavailable. A simple solution would be to use the labeled data of the current task and discard the buffer, but this is sub-optimal as the buffer is critical for CL.

Another important drawback of PAWS in the context of CL is that it performs best when fine-tuned with supervision only (using a linear classifier), similar to many methods based on self-supervised objectives. This also alleviates the computational issues of nearest-neighbor at inference time. However, this two-stage pipeline (pre-training and then fine-tuning) poses a problem for CL. Should we retain the fine-tuned model or the one obtained after pre-training? How do we compare with other methods that do not need fine-tuning? In the following section, we describe our solution to overcome these limitations.

With a slight abuse of notation we refer to \( H(\cdot) \) with one argument as the entropy function, while when two arguments are passed we consider it as the cross-entropy function \( H(\cdot, \cdot) \).

Figure 3. Overview of the base learner component of our method, which does not have a distillation loss. We refer to this as iPAWS.

5. NNCSL: Our nearest-neighbor approach for continual semi-supervised learning

Our NNCSL leverages the observations made in Sec. 4 about PAWS. It is composed of a base learner (iPAWS, Sec. 5.1) and a distillation loss (NND, Sec. 5.2).

5.1. Continually predicting view assignments

We first describe our proposed approach for leveraging PAWS’ strengths while overcoming its weaknesses. As mentioned above, the easiest way to make the labeled and unlabeled distributions match is to disregard the memory buffer. This is obviously undesirable for CL. However, one could multi-task PAWS with another objective that also takes into account the information of the memory buffer. In particular, we suggest processing labeled samples of all the classes seen so far, but filtering out samples from the previous tasks so they do not interfere in the computation of Eq. 1. However, we can use the output of the linear classifier \( p \) and optimize a standard cross-entropy loss:
\[ \mathcal{L}_{\text{LIN}} = \sum_{j} H(p^j, y^j), \] (5)
on all the \( J \) labeled samples in the current batch (which also contains \( K \) labeled samples of the current task). The complete loss for our base continual semi-supervised learner (named iPAWS) is as follows:
\[ \mathcal{L}_{\text{iPAWS}} = \mathcal{L}_{\text{PAWS}} + \lambda_{\text{LIN}} \cdot \mathcal{L}_{\text{LIN}}. \] (6)
This loss has several favorable effects, it: i) stimulates the network to focus on the old classes while learning representations of the new ones through PAWS, ii) creates an ensemble effect between the two classifiers, iii) completely removes the need for fine-tuning, as the linear classifier is
trained online, and iv) enables us to control the trade-off between fitting labeled or unlabeled data through the parameter $\lambda_{\text{LIN}}$. Interestingly, we found that very small values of $\lambda_{\text{LIN}}$ work well in practice, while larger values increase overfitting. We believe that, due to its partially self-supervised nature, $L_{\text{SNN}}$ learns improved representations, that can be easily discriminated by the linear classifier. An illustration of the architecture of iPAWS is shown in Fig. 3.

5.2. Soft nearest-neighbor distillation

Distilling information [23] is a common practice in CL, which utilizes frozen models trained on previous tasks as a teacher to regularize the currently active model, which is a student. Let $t$ be the index for the current task. The student model $f_\theta^t$ aims to mimic the outputs of the teacher $f_\theta^{t-1}$, while learning the new task. Previous works [22, 30] typically distill either the logits of a linear classifier or the features of the hidden layers of the network. However, in iPAWS, the main driver for the network to learn representations is the loss applied to the soft nearest-neighbor classifier. As seen earlier, this loss does not give any signal on previous data, as old samples get filtered out and fed to the linear classifier only. This is made worse by the fact that the nearest-neighbor classifier is applied on a separated projection head $h$, that has no incentive to remember previous knowledge.

To mitigate these issues, we devise a novel Nearest-Neighbor Distillation (NND) loss that blends nicely with our framework. The loss is based on the intuition that we can assess the nearest-neighbor classifier on the old feature space using the same support samples. This equates to computing the following two vectors:

$$w = \text{SNN}(h_u, R, \tau),$$

$$w^{t-1} = \text{SNN}(h_u^{t-1}, R^{t-1}, \tau),$$

where $h_u^{t-1}$ is a feature vector output by the teacher for an unlabeled sample $x_u$, while $R$ and $R^{t-1}$ represent the support set of previous classes embedded in the old and new feature spaces respectively. To mitigate forgetting, we use the probabilities predicted by the teacher as a distillation target:

$$L_{\text{NND}} = H(w, w^{t-1}).$$

Note that the output of the teacher is not sharpened as it is done in Eq. 1. We apply the same temperature for both new and old features. We emphasize that here we use an inverted filter as that of Sec. 5.1, to distill knowledge about the previous classes only.

Our NND loss may appear similar to standard distillation, but the rationale behind it is not the same. Knowledge distillation focuses on class-level distributions, so it loses information about representations of single features in the latent space. On the contrary, NND distills the aggregated relationships of each unlabeled sample with respect to all the labeled ones in the mini-batch. This encourages the model to maintain more stable representations (Fig. 4). NND is able to capture and transfer non-linear relationships between samples and classes, while knowledge distillation is a limited comparison of linear boundaries. Also, the SNN classifier is computed on a different support set sampled from the buffer at every iteration, which introduces a type of variation that further regularizes the model. With respect to feature distillation, NND carries more information about class distributions, which results in improved performance.

5.3. Overall loss

The overall NNCLS model, composed of two novel components, i.e., iPAWS and NND, is trained with the loss:

$$L_{\text{NNCLS}} = L_{\text{iPAWS}} + \lambda_{\text{NND}} \cdot L_{\text{NND}}.$$  (10)

6. Evaluation and analysis

6.1. Experimental settings

Datasets. We evaluate our method on three datasets. CIFAR-10 [26] is a dataset of 10 classes with 50k training and 10k testing images. Each image is of size $32 \times 32$. CIFAR-100 [26] is similar to CIFAR-10, except it has 100 classes containing 500 training images and 100 testing images per class. ImageNet-100 [50] is a 100-class subset of the ImageNet-1k dataset from ImageNet Large Scale Visual Recognition Challenge 2012, containing 1300 training images and 50 test images per class.

Continual semi-supervised setting. For both CIFAR-10 and CIFAR-100, we mainly train the models with three different levels of supervision, i.e., $\lambda \in \{0.8\%, 5\%, 25\%\}$. For instance, this corresponds to 6, 25, 125 labeled samples per class in CIFAR-100. As for ImageNet-100, we opt for 1% labeled data. To build the continual datasets,
we mainly use the standard setting in the literature [8, 53], and divide the datasets into equally disjoint tasks: 5/10/20 tasks for CIFAR-10/CIFAR-100/ImageNet-100, i.e., 2/10/5 classes per task, respectively. We follow the standard class-incremental learning setting in all our experiments. During the CL stages, we assume that all the data of previous tasks are discarded. A memory buffer can be eventually built, but only for labeled data. Following [8], we set the buffer size for labeled data as 500 or 5120, to ensure a fair comparison.

As baselines, we first consider traditional fully-supervised CL methods. They are not designed to deal with the unlabeled data. We consider two categories of methods: regularization-based methods, i.e., Learning without Forgetting (LwF) [30], online Elastic Weight Consolidation (oEWC) [25], and replay-based methods, i.e., Experience Replay (ER) [41], iCaRL [39] and GDumb [36]. We also consider continual semi-supervised learning baseline methods, such as CCIC [8] and ORDisCo [53]. While CCIC has an explicit definition of the memory buffer for labeled data, which is either 500 or 5120, ORDisCo directly stores all the labeled data that the model receives. We thus consider the upper bound as its memory buffer size, which is \( M = 12500 \), equivalent to 25% of CIFAR-10. We also consider an upper bound, which is commonly shown in CL [19], obtained by jointly training the model with all available data, and the lower bound, where we fine-tune the model on each new task.

**Metrics.** We evaluate the performance of different methods considering the average accuracy over all the seen classes after each task, as is common in CL methods [19]. We also consider average incremental accuracy [12] for our analysis, which is the average of the average accuracy across all the tasks. The latter measure gives a global view of the entire continual learning scheme.

**Implementation details.** As in [8], we use ResNet18 as our backbone for all the datasets. We adopt most of the hyper-parameters and learning components from [4], unless explicitly stated. Specifically, we use the LARS optimizer [57] with a momentum value of 0.9. As the scale of the dataset is relatively small in continual semi-supervised learning, we increase the weight decay to \( 10^{-5} \), reduce the batch-size to 256. The learning rate is reduced to 0.4 for CIFAR-10 and 1.2 for CIFAR-100 and ImageNet-100, respectively. We apply 10 epochs warm-up and reduce it with a cosine scheduler as well. For the two correlated views of the same sample, we generate two large crops and two small crops of each sample. The large crops serve as targets for each other, whereas they are both targets for the small crops. We apply data augmentation as in [17]. As for the labeled data, label smoothing is applied with a smoothing factor of 0.1. The additional linear evaluation head is a simple linear layer, which we use to predict labels during test time. We choose \( \lambda_{NND} = 0.2 \) and \( \lambda_{LIN} = 0.005 \). As for the memory buffer, we utilize a simple random sampling strategy. We run our experiments 3 times each with different random seeds. The standard deviation is also reported, if applicable. Further details and analyses are presented in the supplementary material.

**Baselines.** As baselines, we first consider traditional fully-supervised CL methods. They are not designed to deal with a semi-supervised setting. A straightforward way to convert them into a continual semi-supervised setting is to use only the labeled data available during training and to discard the unlabeled data. We consider two categories of methods: regularization-based methods, i.e., Learning without Forgetting (LwF) [30], online Elastic Weight Consolidation (oEWC) [25], and replay-based methods, i.e., Experience Replay (ER) [41], iCaRL [39] and GDumb [36]. We also consider continual semi-supervised learning baseline methods, such as CCIC [8] and ORDisCo [53]. While CCIC has an explicit definition of the memory buffer for labeled data, which is either 500 or 5120, ORDisCo directly stores all the labeled data that the model receives. We thus consider the upper bound as its memory buffer size, which is \( M = 12500 \), equivalent to 25% of CIFAR-10. We also consider an upper bound, which is commonly shown in CL [19], obtained by jointly training the model with all available data, and the lower bound, where we fine-tune the model on each new task.

### 6.2. Results

**CIFAR-10 and CIFAR-100.** We first report the performance of different methods on CIFAR-10 and CIFAR-100 in Tab. 1. The upper bound performance of joint training

<table>
<thead>
<tr>
<th>Method</th>
<th>CIFAR-10</th>
<th></th>
<th></th>
<th>CIFAR-100</th>
<th></th>
<th></th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>0.8%</td>
<td>5%</td>
<td>25%</td>
<td>0.8%</td>
<td>5%</td>
<td>25%</td>
</tr>
<tr>
<td>Fine-tuning</td>
<td>13.6±2.9</td>
<td>18.2±0.4</td>
<td>19.2±2.2</td>
<td>1.8±0.2</td>
<td>5.0±0.3</td>
<td>7.8±0.1</td>
</tr>
<tr>
<td>LwF [30]</td>
<td>13.1±2.9</td>
<td>17.7±3.2</td>
<td>19.4±1.7</td>
<td>1.6±0.1</td>
<td>4.5±0.1</td>
<td>8.0±0.1</td>
</tr>
<tr>
<td>oEWC [25]</td>
<td>13.7±1.2</td>
<td>17.6±1.2</td>
<td>19.1±0.8</td>
<td>1.4±0.1</td>
<td>4.7±0.1</td>
<td>7.8±0.4</td>
</tr>
<tr>
<td>ER [41]</td>
<td>36.3±1.1</td>
<td>51.9±4.5</td>
<td>60.9±5.7</td>
<td>8.2±0.1</td>
<td>13.7±0.6</td>
<td>17.1±0.7</td>
</tr>
<tr>
<td>iCaRL [39]</td>
<td>24.7±2.3</td>
<td>35.8±3.2</td>
<td>51.4±8.4</td>
<td>3.6±0.1</td>
<td>11.3±0.3</td>
<td>27.6±0.4</td>
</tr>
<tr>
<td>GDumb [36]</td>
<td>39.6±9.6</td>
<td>40.9±11.8</td>
<td>44.8±5.4</td>
<td>8.6±0.1</td>
<td>9.9±0.4</td>
<td>10.1±0.4</td>
</tr>
<tr>
<td>CCIC [8] (500)</td>
<td>54.0±0.2</td>
<td>63.3±1.9</td>
<td>63.9±2.6</td>
<td>11.5±0.7</td>
<td>19.5±0.2</td>
<td>20.3±0.3</td>
</tr>
<tr>
<td>PAWS [4] (500)</td>
<td>51.8±1.6</td>
<td>64.6±0.6</td>
<td>65.9±0.3</td>
<td>16.1±0.4</td>
<td>21.2±0.4</td>
<td>19.2±0.4</td>
</tr>
<tr>
<td>NNCSL (500)</td>
<td>73.2±0.1</td>
<td>77.2±0.2</td>
<td>77.3±0.1</td>
<td>27.4±0.5</td>
<td>31.4±0.4</td>
<td>35.3±0.3</td>
</tr>
<tr>
<td>CCIC [8] (5120)</td>
<td>55.2±1.4</td>
<td>74.3±1.7</td>
<td>84.7±0.9</td>
<td>12.0±0.3</td>
<td>29.5±0.4</td>
<td>44.3±0.1</td>
</tr>
<tr>
<td>ORDisCo [53] (12500)</td>
<td>41.7±1.2</td>
<td>59.9±1.4</td>
<td>67.6±1.8</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>NNCSL (5120)</td>
<td>73.7±0.4</td>
<td>79.3±0.3</td>
<td>81.0±0.2</td>
<td>27.5±0.7</td>
<td>46.0±0.2</td>
<td>56.4±0.5</td>
</tr>
</tbody>
</table>

Table 1. Average accuracy with standard deviation of different methods tested with 5-task CIFAR-10 and 10-task CIFAR-100 settings. The number between brackets indicates the size of the memory buffer for the labeled data.
on CIFAR-10 is of 92.1±0.1%, and that of CIFAR-100 is of 67.7±0.9%. NNCSL outperforms all the competitors in all settings but one, with a significant margin. For instance, when using a buffer of 5120 and 0.8% of labeled data, NNCSL performs better than or substantially matches almost all the others, even when they use 25% labeled data, i.e., about 30 times more supervision. It is also interesting to note that NNCSL has a very low variance (≤0.7) across all the settings, indicating a better convergence and representation learning during training.

From the results in Tab. 1, it is also clear that CL baselines originally developed for the supervised setting cannot handle well a situation of limited supervision, as in continual semi-supervised learning. On the other hand, methods such as CCIC and ORDisCo\(^1\) benefit from their design specific to the continual semi-supervised learning scenario. While ORDisCo has a larger memory buffer, its performance is inferior to that of CCIC. We believe that this is due to the difficulty in jointly training a continual classifier with a GAN model. CCIC performs reasonably well on CIFAR-10, especially with a large memory buffer. When the buffer size is 5120, CCIC slightly outperforms NNCSL in the 25% setting. We suspect that our method underfits in this setting, due to the very small weight of the linear evaluation loss. In contrast, CCIC relies more on labeled data, with equal or even higher importance for the supervised evaluation loss. To validate our hypothesis, we increased the weight \(\lambda_{\text{LIN}}\) for our linear classifier loss. We obtained an accuracy of 84.5±0.4%, which is comparable with CCIC in the same setting (84.7±0.9%). It is also worth noting that the 5-task CL setting in CIFAR-10 is a relatively easy problem, wherein we can almost safely discard the unlabeled data if 25% of data is labeled and the memory buffer is more than 10% of the size of the dataset. However, in the case of a large-scale dataset such as CIFAR-100, the superiority of NNCSL is clearly evident.

**ImageNet-100.** We also evaluate NNCSL on the more challenging dataset of ImageNet-100 and compare it with the best-performing method, CCIC. We consider a 20-task continual semi-supervised setting with only 1% of labeled data. As shown in Fig. 5, our method outperforms CCIC with a large margin of over 25% (29.3% vs. 2.9%). It is also interesting to note that the average accuracy of our proposed method stabilizes at around 30% after the 10\(^{th}\) task, showing that NNCSL can effectively retain knowledge acquired during the continual learning steps. We also report the average incremental accuracy for both the approaches in Tab. 2, confirming that NNCSL is superior to CCIC. It is worth seeing in Fig. 5 that the curve of CCIC is monotonously decreasing, whereas NNCSL has a clear rebound between tasks 11 and 16, showing that the model is learning quicker than forgetting.

### 6.3. Additional analysis

**Ablation.** We ablate the components of our framework in Tab. 3 on both CIFAR-10 (C10 in the table) and CIFAR-100 (C100). The largest improvement comes from the filtering (10.8% and 6.2% improvements on CIFAR-10 and CIFAR-100 respectively) and the distillation (9.4% and 4% improvements on CIFAR-10 and CIFAR-100 respectively). This confirms the contributions of our proposed components. Although the linear evaluation loss does not bring a significant improvement to the overall performance, we find it useful for stabilizing the learning process, especially for small datasets with very limited supervision. We justify the necessity of this term in the following analysis.

**Evidence of effectiveness.** We visualize in Fig. 6 the learning curve of average accuracy for unlabeled training data. As we illustrate in Sec. 5.1, the vanilla MEM loss

---

\(^1\)Note that the results of ORDisCo are directly provided by the authors of [53] as there is no open-source implementation of their approach.
Figure 6. Average training accuracy of unlabeled data on 5-task CIFAR-10. Comparison between vanilla PAWS and our proposed iPAWS in the continual semi-supervised setting.

<table>
<thead>
<tr>
<th>$\lambda_{\text{LIN}}$</th>
<th>1</th>
<th>0.05</th>
<th>0.005</th>
<th>0.001</th>
</tr>
</thead>
<tbody>
<tr>
<td>Train (labeled)</td>
<td>99.9</td>
<td>99.9</td>
<td>97.9</td>
<td>96.5</td>
</tr>
<tr>
<td>Train (unlabeled)</td>
<td>74.7</td>
<td>76.0</td>
<td>76.3</td>
<td>75.2</td>
</tr>
<tr>
<td>Validation</td>
<td>77.1</td>
<td>78.4</td>
<td>78.9</td>
<td>77.3</td>
</tr>
</tbody>
</table>

Table 4. Training and validation accuracies on the current task (i.e., evaluate on task $t$ while training on task $t$) with different values of $\lambda_{\text{LIN}}$. Larger weights increase overfitting on the labeled set and reduce generalization. These experiments are conducted on CIFAR-10 with 5 tasks.

<table>
<thead>
<tr>
<th>Method &amp; Distillation</th>
<th>T1</th>
<th>T2</th>
<th>T3</th>
<th>T4</th>
<th>T5</th>
</tr>
</thead>
<tbody>
<tr>
<td>iPAWS</td>
<td>25.2</td>
<td>22.9</td>
<td>24.6</td>
<td>37.3</td>
<td>37.0</td>
</tr>
<tr>
<td>iPAWS + Logit dist.</td>
<td>27.8</td>
<td>24.3</td>
<td>22.9</td>
<td>35.4</td>
<td>31.7</td>
</tr>
<tr>
<td>iPAWS + Feature dists.</td>
<td>26.5</td>
<td>25.8</td>
<td>26.3</td>
<td>43.9</td>
<td>37.1</td>
</tr>
<tr>
<td>NNCSL</td>
<td>32.2</td>
<td>26.3</td>
<td>28.1</td>
<td>46.8</td>
<td>38.5</td>
</tr>
</tbody>
</table>

Table 5. Final accuracy on each task after training on CIFAR-100 with 5 tasks. We use iPAWS as a baseline to which we add different distillations. NNCSL is equivalent to iPAWS + NND.

<table>
<thead>
<tr>
<th>Method</th>
<th>Replay strategy</th>
<th>Average Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNCSL</td>
<td>Labeled</td>
<td>76.7</td>
</tr>
<tr>
<td>NNCSL</td>
<td>Labeled &amp; Unlabeled</td>
<td>82.1</td>
</tr>
<tr>
<td>ORDisCo</td>
<td>Labeled &amp; GR</td>
<td>65.9</td>
</tr>
</tbody>
</table>

Table 6. Comparison of different strategies for the replay buffer with 5-task CIFAR-10, using 3% of labeled data to match the setting of [53].

**Linear evaluation head.** We report the train and validation accuracy in Tab. 4. Note that for the accuracy at train time, we use the average of accuracy on the current task, i.e., evaluation on task $t$ while training on task $t$. In general, having a high training accuracy of unlabeled data means the model learns a good representation, which leads to a good validation accuracy. One can observe overfitting when $\lambda_{\text{LIN}}$ grows. This justifies our choice of i) having a small weight for the linear evaluation head, and ii) choosing PAWS as the basis, which does not directly use labeled data as training samples to avoid overfitting. Moreover, we observe underfitting when $\lambda_{\text{LIN}}$ is smaller than 0.005. It confirms the need for this linear classifier in the continual semi-supervised scenario. We thus set $\lambda_{\text{LIN}}$ as 0.005 in our experiments.

**Replay strategies.** ORDisCo utilizes a generative replay (GR) strategy to replay unlabeled data. Given that the generative model brings a memory overhead that is not negligible, it is reasonable to equip our method with a memory buffer for unlabeled data for a fair comparison. Specifically, we use 5000 samples, which is equivalent to the size of the generative model of ORDisCo. Tab. 6 shows that having access to the previously seen unlabeled data can indeed improve the performance of our method, and our NNCSL performs better with a simple memory buffer than ORDisCo with a sophisticated generative-replay strategy. This experiment confirms the ability of our method to exploit unlabeled data.

**Impact of distillation.** Complementary to Fig. 1 (right), which qualitatively shows the superior performance of our proposed NND, we report in Tab. 5 the final accuracy of each task after training on all tasks. An effective distillation method should be able to maintain the performance of old tasks (e.g., task 1 for NND vs. Feature distillation) and efficiently learn new tasks (e.g., task 5 for NNS vs. Logit distillation).

7. Conclusion

In this work, we studied continual semi-supervised learning and proposed NNCSL, a novel approach based on soft nearest-neighbors and distillation. Our extensive experiments show the superior performance of NNCSL with respect to existing methods, setting a new state of the art. Previous work [4] showed that using a more powerful network such as wider or deeper ResNet can further improve performance. While this has not been addressed in this work, we consider it an interesting direction for future work. In this paper, we considered a fixed ratio between labeled and unlabeled samples across all tasks. A varying ratio would be an even more challenging setting for future investigation.
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Appendix

A. Implementation details

Although our model shares most of the hyper-parameters across different datasets, there are few differences, in values chosen empirically, to adapt to different scenarios. NNCSL, as well as PAWS and iPAWS for ablation study, are trained with 250 epochs per task for CIFAR-10 and CIFAR-100, and 100 epochs for ImageNet-100. For CIFAR-10, the learning rate is initialized as 0.08, warmed-up to 0.4, and reduced to 0.032 with the cosine scheduler. For CIFAR-100, a similar variation of learning rate is set from 0.08 to 1.2 to 0.064. The color distortion ratio is set to 1 for ImageNet-100 and 0.5 for CIFAR-10 and CIFAR-100. The size of the mini-batch for labeled data is set to 5 for CIFAR-10 and 3 for CIFAR-100 and ImageNet-100. The size of the mini-batch for unlabeled data is set to 256 for CIFAR-10 and CIFAR-100 and 64 for ImageNet-100. These hyper-parameters are mostly based on the suggested default values of PAWS [4], and we empirically update them after testing with a moderate set of values variant around the default ones, based on the validation performance. However, we do not perform hyper-parameter tuning on ImageNet-100: we first adopt the hyper-parameters for ImageNet from PAWS, and update them with the same changes we apply on CIFAR-100.

For the continual learning setting, we initialize a unified linear evaluation head where the number of outputs is the total number of classes in the dataset. When a class is not yet seen by the model, the corresponding output is masked. To retain a copy of the previously trained model, we use the deepcopy method from the copy package†. The copied model is in evaluation mode when training the current model on the new classes.

We have included our source code as part of the supplementary material. All the implementation details can be found in the options files, for instance, random seeds, labeled samples on each dataset. We plan to open-source our code upon acceptance of this submission.

B. Comparison of data augmentation

We note that the data augmentation of our proposed framework is not the same as the one used in CCIC [8]. CCIC utilizes random cropping and horizontal flipping (which we refer to as weak DA), whereas our proposed

<table>
<thead>
<tr>
<th>Method</th>
<th>Dataset</th>
<th>Data Augmentation</th>
</tr>
</thead>
<tbody>
<tr>
<td>CCIC</td>
<td>C10</td>
<td>72.8 69.4</td>
</tr>
<tr>
<td>CCIC</td>
<td>IN100</td>
<td>3.1   2.3</td>
</tr>
</tbody>
</table>

Table 7. Comparison of different data augmentation strategies for CCIC on CIFAR-10 (denoted as C10 in the table) and ImageNet-100 (denoted as IN100 in the table).

<table>
<thead>
<tr>
<th>Method</th>
<th>Component</th>
<th>Dataset</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAWS</td>
<td>Distill</td>
<td>Collapse</td>
</tr>
<tr>
<td>PAWS</td>
<td>Filter</td>
<td>✓</td>
</tr>
<tr>
<td>iPAWS</td>
<td>✓</td>
<td>✓</td>
</tr>
<tr>
<td>NNCSL</td>
<td>✓</td>
<td>✓</td>
</tr>
</tbody>
</table>

Table 8. Ablation study of the effectiveness of the proposed components on 20-task ImageNet-100, with memory buffer size $M = 5120$ and labeled ratio 1%. We use average accuracy as metrics.

iPAWS and NNCSL include color distortion as an additional operation for data augmentation (referred to as strong DA). To verify the impact of this additional augmentation strategy, we include color distortion in the data augmentation process of CCIC and re-train it from scratch on CIFAR-10 with 5 tasks, 5% labeled data, and buffer size 5120, and also on ImageNet-100 with 20 tasks, 1% labeled data and buffer size 5120. The results are reported in Tab. 7. CCIC does not benefit from color distortion either on small- or large-scale datasets. We believe this is because CCIC does not have the multiple-view consistency to be robust with respect to strong data augmentation. Consequently, we chose to report results using CCIC’s original (and more effective) data augmentation.

C. Ablation study of NNCSL on ImageNet-100

We performed an ablation study of our proposed NNCSL on ImageNet-100 (IN100) to verify the effectiveness of our proposed components on a large dataset with a challenging 20-task scenario. We report the results in Tab. 8. The difference between PAWS and NNCSL again confirms that our proposed components are very effective. Note that we did not do any hyper-parameter tuning on ImageNet-100, instead, we re-use the set of hyper-parameters from PAWS’s default setting and CIFAR-100 experiments. This explains why the gap between NNCSL and iPAWS is reduced. We believe a higher weight for the NND of NNCSL may improve the performance in this setting, as the learning is more difficult (e.g., high-resolution images) and the forgetting is more severe (e.g., more tasks than in CIFAR-100).
It is interesting to see that PAWS diverges in this setting. Our analysis reveals that the vanilla MEM loss strongly impacts representation learning on unlabeled data and makes the learning procedure highly unstable, as shown in Fig. 7. Although we do not observe the same collapse of PAWS on CIFAR-10 or CIFAR-100, recall that in Fig. 6 of the main paper, the training accuracy of unlabeled data for PAWS is strongly constrained on CIFAR-10. This means the representation learning of PAWS is already vulnerable. As images of ImageNet-100 have a much larger resolution than that of CIFAR-10, learning a robust feature from the input of ImageNet-100 is significantly more difficult. In such a complex case, the model easily diverges but can hardly recover, we suspect that it is because the gradient is very noisy (due to the negative impact of MEM loss) and small (due to the partial supervision and indirect use of labeled data). To verify this assumption, we observe that adding the linear head slightly alleviates the divergence. However, it cannot prevent the collapse from happening. This means that the MEM loss is the main cause of the collapse and is indeed detrimental to representation learning.

Nevertheless, we believe it may be possible to resolve this collapse without changing the framework, i.e., PAWS. For example, one can conduct careful, extensive hyper-parameter tuning to find an optimal set of parameters which can stabilize the learning. However, it is not realistic given the scale of the dataset. Hence, we did not conduct such experiments.

D. Impact of $\lambda_{\text{NND}}$

In Tab. 9, we report the performance of our NNCSL with respect to different values of $\lambda_{\text{LIN}}$ on CIFAR-100, with 5 tasks, 1% of labeled data and buffer size 5120. $\lambda_{\text{NND}}$ controls the importance of the distillation branch with respect to the PAWS loss. The higher the value, the stronger constraint the model receives to retain the previous knowledge. $\lambda_{\text{NND}} = 0$ means no distillation, which reduces the model back to iPAWS. We can clearly see that distillation helps the model perform better (e.g., $\lambda_{\text{NND}} = 0$ vs. $\lambda_{\text{NND}} = 0.2$) and too much regularization from distillation can constraint the model from learning new knowledge (e.g., $\lambda_{\text{NND}} = 0.2$ vs. $\lambda_{\text{NND}} = 1$).

<table>
<thead>
<tr>
<th>$\lambda_{\text{LIN}}$</th>
<th>0</th>
<th>0.01</th>
<th>0.1</th>
<th>0.2</th>
<th>1</th>
</tr>
</thead>
<tbody>
<tr>
<td>NNCSL</td>
<td>29.0</td>
<td>30.2</td>
<td>31.8</td>
<td>33.6</td>
<td>30.5</td>
</tr>
</tbody>
</table>

Table 9. Average Accuracy with different values of $\lambda_{\text{NND}}$. These experiments are conducted on CIFAR-100 with 5 tasks, 1% of labeled data and buffer size 5120.

<table>
<thead>
<tr>
<th>Method</th>
<th>FWT ↑</th>
<th>BWT ↑</th>
</tr>
</thead>
<tbody>
<tr>
<td>PAWS</td>
<td>1.1</td>
<td>-13.7</td>
</tr>
<tr>
<td>iPAWS</td>
<td>26.8</td>
<td>-18.25</td>
</tr>
<tr>
<td>NNCSL</td>
<td>31.7</td>
<td>-17.15</td>
</tr>
</tbody>
</table>

Table 10. Forward transfer (FWT) and backward transfer (BWT) of PAWS, iPAWS and NNCSL in 20-task ImageNet-100.
because $R_{T,i}$ and $R_{t,i}$ are all low after the divergence, having not much room for the model to forget. That is, a model cannot forget if it does not learn anything first. This observation confirms the limitation of BWT, as it only shows a relative difference with respect to its own performance, i.e., Eq. 12. Thus, BWT is more suitable to be an additional indicator when the average accuracy of the two methods are close to each other, e.g., NNCSL vs. iPAWS. Comparing NNCSL and iPAWS, we notice that the NND helps slightly improve the BWT. What is more interesting is that NND significantly improves FWT. We believe it is because NND stabilizes the representation learning, allowing the model to generalize better to future tasks.

We also notice that the absolute value of BWT is high for both NNCSL and iPAWS. We suggest that it is because the first task suffers the most from forgetting, as it is trained with a simple task and without any regularization of distillation, but it goes through all continual stages. To verify this assumption, we compute the BWT without the first task: $-11.3$ for NNCSL and $-9.23$ for iPAWS, which are significantly improved from the BWT scores in Tab. 10.

F. Visualization of the deep features

We use t-SNE [51] to project the deep features into a lower-dimensional space and visualize them to qualitatively verify the effectiveness of our proposed method. We apply t-SNE on the deep features $h_u = h(z_u)$ of unlabeled data and color them in the visualization with their ground-truth label. Ideally, if the features are well learned, one can see different clusters representing different classes in the visualization. Specifically, we choose 5-task CIFAR-10 to ensure a distinguishable class boundary.

The result is shown in Fig. 8. The figure on the left shows the features of all 10 classes after task 5, using NNCSL. Recall that CIFAR-10 is divided into 5 tasks. We can see a clear separation of different classes in the visualization. Fig. 8 Right shows the features of the same 10 classes after task 5 using PAWS. We can clearly see that the vanilla MEM loss of PAWS causes a blurry class boundary as it tried to scatter over all classes with partially available unlabeled data.

To have a more detailed view of the feature space, we select the first two classes as examples and visualize them at different training stages using different methods. Fig. 9 confirms that PAWS leads to a blurry boundary and is prone to severe forgetting due to this effect.
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