A Multi-Sensor Visual Tracking System for Behavior Monitoring of At-Risk Children
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Abstract—Clinical studies confirm that mental illnesses such as autism, Obsessive Compulsive Disorder (OCD), etc. show behavioral abnormalities even at young ages; the early diagnosis of which can help steer effective treatments. Most often, the behavior of such at-risk children deviate in very subtle ways from that of a normal child; correct diagnosis of which requires prolonged and continuous monitoring of their activities by a clinician, which is a difficult and time intensive task. As a result, the development of automation tools for assisting in such monitoring activities will be an important step towards effective utilization of the diagnostic resources. In this paper, we approach the problem from a computer vision standpoint, and propose a novel system for the automatic monitoring of the behavior of children in their natural environment through the deployment of multiple non-invasive sensors (cameras and depth sensors). We provide details of our system, together with algorithms for the robust tracking of the activities of the children. Our experiments, conducted in the Shirley G. Moore Laboratory School, demonstrate the effectiveness of our methodology.

I. INTRODUCTION

Recent studies [1] have shown that the prevalence of diseases in the category of Autism Spectrum Disorders (ASDs) are in the range of 6.5 per 1000. These diseases lead to neuro-motor dysfunctions causing disabilities for the patient to gather social and communication skills. Fortunately, it has been shown that early diagnosis [2] (within less than 1-2 years of age) of such diseases can help the patient gain additional skills to overcome the difficulties or in some cases even completely recover [3]. The diagnosis of such mental disorders requires the consistent monitoring for abnormalities in the activities of the children. Sometimes these deviations are so subtle (for example: abnormal motion gestures such as walking on toes, sitting clumsily for extended periods, abnormal facial expressions, etc.) that it requires a qualified doctor to analyze video footages of the at-risk children for hours [4], [5]. Considering the scarcity of such specialized medical practitioners compared to the volume of patients, along with considering the high-cost involved, there is a strong motivation for investigating technological alternatives to solve the problem.

In this paper, we present a computer vision system utilizing cameras and depth sensors to track children across multiple views effectively and for extended periods of time. The goal of this system is to monitor the children in their natural environment and detect risk markers for developmental disorders. Although computer vision has been used previously for patient monitoring, such as human gait analysis [6], facial expression analysis [7], etc., monitoring of the activities of children is an extremely challenging activity as their motion is less structured compared to adults’. Previous work in such monitoring scenarios used either surgically implanted fiducial markers [8], or infra-red markers [9]. Such intrusive mechanisms might be unappealing for our application as: (i) the behavior of the children might be severely influenced by these markers, and (ii) they might not be scalable towards effective whole body tracking including facial expressions. Towards this end, we propose to use multiple cameras for the monitoring activity, combined with 3D depth sensors. In this work, we primarily use the recently introduced Microsoft Kinect sensor [10] due to its low cost and ease of deployment. To the best of our knowledge, it is the first time that such a system has been envisaged for this application. Figure 1 shows a snapshot from a real medical lab school, the data from which are used in our experiments.

The paper is organized as follows. In Section II, we start with a brief review of previous literature in people tracking to set the stage for this paper. In Section III, we state the
goal of this paper, followed by a brief overview of the sensors that we use and an analysis of their operating characteristics. In Section IV, we describe our algorithms for clustering, robust tracking and track alignment, which precedes the experimental results and conclusion in Sections VI and VII, respectively.

II. RELATED WORK

Object tracking is one of the most researched topics in the computer vision community with many effective solutions already in large scale deployment. A survey of some of the recent advances in this area can be found in [11]. Inferring the 3D structure of the scene and the objects within is an important requirement for effective video analytics, such as knowing the object size, segmenting an object from clutter, etc. Various configuration modalities of such multi-view camera tracking systems can be found in [12], [13]. Unfortunately, such systems require at least two calibrated cameras looking at the object of interest, which might not always be possible due to occlusion, or scene clutter, especially in a classroom environment where there might be limited alternatives for mounting the cameras. In addition, reconstructing a classroom full of children needs a thorough understanding of the scene dynamics. A system that is closer in spirit to our approach is by Kanade et al. [14], which could achieve 3D scene reconstructions at 15 frames per second. On the downside, this setup requires severe modifications of the environment which is not viable considering our final goal of natural behavior analysis.

Looking at the problem from another perspective, a combination of cameras with depth sensors is an alternative to achieve the same result. Methods presented in papers such as [10], [15] propose various applications of this combination for a variety of tasks using the Kinect platform. A major deterrent in using multiple such sensors together is the need to deduce a global frame of reference through their combined calibration. As the depth sensors are often found to be very noisy, such calibration is not always very accurate, which is an important problem that we address in this paper.

An effective representation of the objects being tracked in the scene is an important ingredient of any tracking algorithm. Although there are a variety of choices such as mean-shift tracker [16], or SIFT based tracker [17], we resort to region covariance descriptors introduced in [18] for the task at hand due to their robustness to camera noise, scene illumination, partial occlusions, and affine transformations. Moreover, these descriptors are efficient with respect to storage and can be computed cheaply from the basic geometric features of the tracked objects. We provide novel extensions of such covariance based tracking for our specific scenario through combining the descriptor with a dictionary based approach for fast object recognition, together with a Kalman filter for improving the robustness of recognition.

III. PROBLEM DESCRIPTION

As a first step towards achieving the goal of a comprehensive system for monitoring the mental health of at-risk children, in this paper, we primarily discuss the problem of multi-sensor object tracking in an unstructured classroom environment. As recording of even the most subtle details regarding each child is of primary importance while analyzing for abnormal behaviors, the proposed system has to deal with resolving occlusions such that the children are observable in at least a subset of the deployed sensors. Using multiple sensors in multiple modalities naturally brings along the problem of their calibration with respect to a global frame of reference. As the sensors (especially the Kinect depth sensors) are found to be limited in accuracy with respect to their perceivable depth, we propose ideas for their combined calibration.

A second problem that we deal with in this paper is the tracking of objects across sensors; or the more challenging problem of labeling objects that go out of the scene perimeters and re-enter. We propose the use of covariance based descriptors on 3D point clouds in combination with a dictionary learning framework for modeling the appearances of the objects in the scene and for fast matching. Due to errors in the sensor measurements, it is often seen that there is usually a minor misalignment of the inferred object tracks by the sensors, for which we provide a Kalman filter based realignment solution.

A. Proposed System

Compared to the popular image+depth motion sensors such as the Vicon Multi-camera system [19] or the off-flight range sensors such as the SwissRanger systems [20], Microsoft Kinect provides an inexpensive and portable monitoring platform, which along with providing depth information, also provides good quality color image data. In addition, the system is packaged with software interfaces for a preliminary behavior analysis system that proves useful in our proposed system. The device equips a near infrared light system for the depth estimation that is insensitive to changes in illumination: a common problem found in indoor settings. As a result, we decided to use multiple Kinetics in our classroom setting. Before going into the details of calibrating these RGB+D sensors, it is worth looking at some of the operating characteristics of the sensor we use.

B. Measurement Quality

To quantify the depth measurement accuracy of the Kinect sensor for the particular task at hand, the following experiment was conducted. A Kinect, mounted on a tripod was placed in front of a wall; its distance to the wall changed gradually, simultaneously recording the distance to the wall as provided by the depth sensor. Assuming $K$ is the matrix of intrinsic camera parameters, $x_{ij}$ is the homogeneous image coordinate $(x_{ij} = (i, j, 1)^T)$, and $d_{ij}$ represents the depth measured at the $(i,j)$th image coordinate, then we have the following relation between the location of the actual world point $X_w$ and the sensed point $x_{ij}$:

$$X_w = d_{ij}K^{-1}x_{ij}$$  (1)
As we have a wall in front of the camera, all these world points should lie on the same plane. The parameters of this plane are computed through linear least squares on (1) for many such camera coordinates. Figure 2 shows a plot of the estimated distance against the actual distance (measured manually). It is clear from the plot, the quality of the depth measurement seems reasonably accurate within a range of 1–3 meters, while beyond that the noise seems to increase gradually.

This analysis was taken into account while deciding on the placement of the sensors in our classroom setting. Our system deployed four RGB+D sensors around the classroom, each positioned in such a way that each sensor provided a novel view of the room; the views of the sensors were not completely disjoint, so that we can account for noise through a realignment mechanism that we will discuss in a later part of the paper.

C. Multi-Kinect Calibration

A good 3D reconstruction is inevitably dependent on good calibration of all the cameras and their sensors. We approach the problem systematically; first calibrating the cameras with respect to their depth sensors, and then calibrating all the depth sensors against each other. For the former task, a set of world points whose known real world coordinates are chosen, followed by computing the intrinsic camera calibration matrix through the standard Direct Linear Transform (DLT) algorithm [21].

Calibration of the sensors with respect to each other was done using a rigid calibration rig made of PVC piping as large as 1.5m, marked at regular intervals (Figure. 3). This setup not only helps in spanning the field of view of multiple sensors, but also minimizes self occlusion, aiding the use of majority of the marked points on it. Next, the projection matrices for each camera with respect to the world coordinates were computed using these marked rig points using the Gold Standard algorithm [21].

IV. SEGMENTATION & REPRESENTATION

In this section, we describe algorithms for segmenting out each subject from the 3D point clouds and representing each object by an appearance descriptor. These segments are then used for tracking and higher level behavioral inference.

A. Euclidean Point Clustering

At each instant \( t \) from each camera \( c \), we obtain a 3-dimensional point cloud in a global reference frame, from the corresponding depth image and the camera calibration. We then segment this point cloud into separate objects through agglomerative hierarchical clustering based on the Euclidean distances. Based on the tolerance, we get distinct segments corresponding to the objects in the scene. At this point, no distinction has been made between the background and foreground objects. With the help of efficient background subtraction techniques such as [22], [23], [24], we may be able to speed up this process by only considering the points in the cloud corresponding to foreground objects of interest, as well as prevent the merging of any subject with a background object he/she may be in contact with.

Once the point cloud has been segmented, the labels and the bounding boxes for each object are then reprojected onto the depth image. These labels are used to identify the RGB pixel information relevant to each 3D point in a cluster.

Although each camera has been calibrated with reference to a global frame, due to different fields-of-view and to minimize any effect of inaccurate camera calibration, this segmentation process is done independently on each camera’s input. After this step, we now have a colored point cloud segmented into individual objects, for each camera.

B. Covariance Descriptors on 3D Point Clouds

In the previous step, we had segmented each 3-dimensional point cloud into separate objects. In this section, we discuss a compact but powerful representation for each object in the point cloud, which will not only assist us in tracking within a single camera view, but also facilitates estimating fast correspondences between objects in different camera views. For the \( i^{th} \) segment \( S_{i(c)} \) in frame \( t \) and camera \( c \), we compute the region covariance descriptor \( C_{i(c)} \) [25] over features derived from the color and depth information. As the name implies, the \( n \times n \) feature descriptor is computed as the covariance of the \( n \)-dimensional feature vector at each pixel in the region of interest.

In this paper, we use an \( n = 12 \)-dimensional feature vector consisting of \( (x, y) \) image coordinates, \( RGB \) color information, first and second derivatives of the image intensity \( I_x, I_y, I_{xx}, I_{yy}, I_{xy} \), the gradient magnitude \( \sqrt{I_x^2 + I_y^2} \), and the gradient orientation \( \theta = \arctan \frac{I_x}{I_y} \). This extensive descriptor combines information from the sensors in an efficient way, and gives us a fast way of establishing correspondences across multiple cameras and also helps in re-identifying individuals who return to the scene after temporary absence. The depth value and the derivatives of the depth map can also be easily integrated with the image features in the covariance descriptor, but for the tracking experiments they did not offer any improved performance.

Since these descriptors lie on a Riemannian manifold and not a Euclidean space, their pair-wise distances are computed...
using a geodesic distance metric involving computation of
generalized eigenvalues between all pairs of descriptors,
leading to a high computational cost. Instead, we use the
Log-Euclidean distance metric between covariances [26]
given by:

$$D_{LE}(C_1, C_2) = \| \log C_1 - \log C_2 \|_F,$$

where log refers to the matrix logarithm. This involves
computing the eigen-decomposition of individual matrices
only and is thus far more efficient. The matrix logarithm
of the positive definite covariance matrices produce sym-
metric matrices that form a Euclidean space, and the usual
Euclidean distance is computed in this space. Due to the
symmetry of the matrices, it is sufficient to retain only
the upper triangular part of the log-covariances, yielding an
$n(n+1)/2$-dimensional Euclidean feature vector. However,
in order to account for the remaining values, we scale the
off-diagonal elements by $\sqrt{2}$ during vectorization.

Although these descriptors may not be sufficient to recog-
nize our tracking subjects across multiple sessions spanning
over days (since their appearances might change due to
changes in attire), recall that our application is mainly
assistive and we assume some level of semi-supervision from
the medical personnel in resolving such tracking difficulties.
If there is a specific subject that is flagged as having salient
behavioral patterns, the doctor can interactively mark that
person in each session. The daily tracks are then consolidated
using this information and a long-term activity analysis can be
performed.

In our current setting, we are using the 640 × 480 resolu-
tion Kinect RGB camera which is insufficient to recognize
faces effectively at these distances. To the best of our
knowledge, there are no existing computer vision algorithms
that can recognize a person’s appearance at this resolution
across multiple days with changes in clothing.

V. TRACKING VIA COVARIANCE DESCRIPTORS

Tracking the motion of the subjects is an important step in
behavior analysis. For example, one of the behavioral cues
that medical personnel will be interested in looking at in
a diagnostic session will be the hyperactivity of children.
Thus robust motion tracking is essential. As discussed in
the previous section, we now have segmented out three-
dimensional objects from multiple cameras in a global frame
of reference, and region covariance descriptors for each
segment computed. In this section, we propose mechanisms
to track each of the subjects using Kalman filters; the state
vector consisting of the position $[x, y, z]^T$ of the subject
derived from the centroid of their point cloud, its velocity
$[v_x, v_y, v_z]^T$ and the half-vectorized log-Euclidean covariance
descriptor $C$ that represents its appearance and shape.

A. Robust Tracking

We used a codebook based approach to reliably track
the subjects via their covariance descriptors. The vectorized
log-covariance descriptors from the multiple sensors are
averaged to produce a mean descriptor that is kept as one
of the codebook atoms; the label of this atom being set
to that of the subject being tracked. Given a new frame,
a one-against-all matching is performed with the covariance
descriptor from the region in the new frame of the subject
against all the atoms in the codebook; the atom with the
minimum Euclidean distance returning a successful match.
The respective atom of the codebook is then updated with
this new descriptor by computing their weighted mean.

The codebook aids in resolving three issues: (i) clustering
the appearances from the multiple sensors into a global
appearance repository and updating each appearance with
its latest covariance descriptor, (ii) keeping uncertainty re-
garding the clusters (through computing a covariance of the
vectorized descriptors, that helps in deriving a Mahalanobis
distance type extension to the Log-Euclidean distance metric
for more robust matching), and (iii) book-keeping informa-
tion for subjects that go out of the bounds of the fields
of view and reappear later. Temporal information is also
maintained for each cluster to prune out those subjects that
have not been tracked for a long time, or for which there
has not been any significant motion detected. Static objects
in the area (produced due to incorrect segmentation) are
easily removed through this approach as they will have very
small cluster sizes as the changes to their appearances are
meager. The dictionary size is kept constant in our design
for computational reasons.

Since the parts of the same object seen by different camera
views are different, the point cloud from each camera returns
only a portion of the entire 3-dimensional shape of the
object. Therefore any centroid computed from this partial
point cloud will be offset from the true object centroid,
biased towards the location of the camera. Hence the tracked
centroid positions from each camera must be combined
to obtain the true object centroid. This is performed for
each object by averaging its observed centroids over all the
relevant views.

VI. EXPERIMENTS AND RESULTS

In this section, we detail the experiments that we per-
formed to substantiate the effectiveness of our system. To-
wears this end, we decided to test the three of the major components of our methodology: (i) usage of covariance matrices for tracking and calibration of the subjects in their natural environment, (ii) the robustness to track alignment provided by the Kalman filter, and (iii) an application of the system to a preliminary analysis of the behaviors of our subjects. Each of these analyses was conducted on multiple videos captured from a pre-kindergarten classroom lab school, the Shirley G. Moore Laboratory School, across various sessions. Each session involved children in the age of 3–5 and consisted of approximately 10 kids. The kids were allowed to freely move around in the classroom and their videos captured using four Kinect sensors. Approval for this study was obtained from the Institutional Review Board at the University of Minnesota. In this section we show results from two of these videos (referred to here as Scene A and Scene B) with 4 cameras. However the interested reader is referred to our website\(^1\) for up-to-date videos and results.

A. Segmentation and Recognition

As described in the previous sections, we used a set of 12 features to create \(12 \times 12\) covariance matrices for each subject from its 3D appearance to track the subjects from camera to camera, creating their trajectory profiles. One of the important cues that the medical practitioners are interested in is to understand the hyperactivity (for e.g., very active children, running around, leader-follower movements, etc.) of the subjects. Later with the tracking information we will demonstrate the estimation of activity levels of the children observed in the scene.

B. Tracking and Track Alignment

The covariance descriptors are used for frame-to-frame correspondence estimation in the tracking as well as for correspondence across multiple cameras. Figure 4 shows the tracking across multiple frames in the same camera view. The children and the adults are tracked well even during partial occlusions and temporary exit from the scene. When the tracked objects are not seen for more than a threshold \(\tau\) frames, they are considered lost and new trackers are initialized. Therefore, during full occlusions greater than \(\tau\) frames, the tracker loses the individual it is tracking and new trackers are initialized when they are seen again.

The correspondence between objects from multiple cameras are estimated based on their covariance descriptors, and the tracks from the different cameras are merged. The true centroid of the object is estimated from the mean of the observed centroids from the individual cameras. Figure 5 shows this process for a single track from Scene B. The partially observed point-clouds centroids along the track and the estimated object centroid are shown, with correspondences marked by connecting lines.

C. Behavioral Analysis

Although the possibilities of behavioral analysis with our system are tremendous, we detail below one application that can be very easily achieved using our setup, and which we found is one of the significant pointers towards a behavioral abnormality; motion tracks of the subjects. To this end, we segregated the classroom into a virtual 3D accumulator grid, as viewed by the multiple sensors, with the goal of computing the frequency with which subjects occupy each accumulator cell. Motion tracks of the subjects using the covariances, superimposed on this grid provides an easy check on how active the children were and how they were behaving in the scene. The average activity level of the child is also estimated from the Kalman trackers and the instantaneous trajectory coordinates. The activity levels for Scene A and Scene B are shown in Figure 6. This shows a preliminary insight into the kind of capabilities possible with this system.

Another possibility is to study the velocity profiles of the subjects, and identify salient profiles. For e.g., children who are not very active can be recognized as interesting, based on the saliency of their velocity information compared to that of most other children. Periodicity in actions can point to OCD-type actions, such as passing multiple times through a doorway, or repeatedly touching certain objects. These behaviors can be identified by finer tracking of different parts of the subjects such as hands and feet.

VII. Conclusion

In this paper, we proposed a novel application of a multi-sensor setup for monitoring children at very young ages towards the goal of finding serious behavioral abnormalities. We provided details of our system setup using the

\(^1\)http://baarc.cs.umn.edu/
Microsoft Kinect platform along with techniques to calibrate the devices. A covariance based descriptor on the point clouds was used to track the subjects in the scene effectively across frames and sessions, followed by a Kalman filter based approach to tackle noise in the depth sensors for robust tracking. Although covariance descriptors are useful for holistic motion tracking, some of the behavioral analysis requires more fine grained information such as the motion of the limbs of the children. Thus one direction to build upon the current system is to use dense optical flow of the point clouds. Another important issue that was not considered in this paper is to detect stationary subjects. Also, as mentioned earlier the appearance models we are currently using cannot tackle these issues in the future.
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