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1 Introduction

We submit two recognition methods based on the same underlying image rep-
resentations that we call channels. Each channel is defined by a choice of an
image sampler, a local descriptor and a global spatial grid. Given a channel and
a visual vocabulary [8], a histogram of features can be used to represent each
image and a similarity between images can be estimated. The submitted meth-
ods also share the classifier, which is a one-vs.-all non-linear Support Vector
Machine [6].

The methods differ in how they combine multiple channels. The first method
is based on the approach of Zhang et al. [9], where the distances corresponding
to each channel are added to form a final image similarity measure. The second
method employs an optimization algorithm, which is used to determine (on a
per-class basis) the parameters of the generalized RBF kernel incorporating all
the channels.

Note that our submission builds upon and extends LEAR’s last year’s sub-
mission [4] by improving the image representation as well as the optimization
strategy.

2 Channels

We densely sample the images using a multi-scale grid and use Harris-Laplace [5],
Hessian, Harris-Harris and Laplacian [2] interest points detectors. We mainly
use the SIFT [3] to describe local regions of interest. From our own experiments
and the results reported in [7], we also chose to use the Opponent-SIFT color
descriptor.

We count the local features in 1x1, 2x2 and horizontal 3x1 grids covering the
whole image [1]. Note that the 1x1 grid results in a standard bag-of-features
representation.

This makes a total of 30 channels combined together.



3 Classifier

The classification is performed with a non-linear Support Vector Machine [6].
The multi-class problem is addressed in a one-vs.-all set-up. We have used the
χ2 distance to measure the similarity between images. We use two different
kernels.

3.1 Flat approach

For the first submission we follow the kernel design of Zhang et al. [9]. We also
fix the C parameter to the value suggested in the paper.

3.2 Shotgun approach

For the second submission we learn the generalized RBF kernels (one for each
class) using a random-restart hill climbing algorithm (also called shotgun hill
climbing). This allows us to learn the optimal product kernel stemming from
the single channel kernels. It amounts to learn the importance of each sam-
pling/description/spatial method for the recognition of each class separately.
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