
Statistical learning: homework 1

October 2, 2014

Let G = (V , E) be an undirected graph with a set V of p vertices and a set E of edges.
The adjacency matrix A of G is a p × p matrix with elements aij = 1(vi,vj)∈E , i.e.,
elements 1 at coordinates corresponding to vertices connected by an edge, 0 otherwise.
The degree matrix D of G is defined by D = Diag(A1p) where 1p is the all one vector
in dimension p. In other words, D is a diagonal matrix with dii corresponding to the
degree of vertex i. The Laplacian matrix L is defined by

L = D − A.

The objective of this homework is to study some of its theoretical properties, and
the empirical behavior of a penalized estimator based on a regularity measure defined
using L.

1 Analysis of the graph Laplacian penalty

1.1 A property of quadratic forms

Let M ∈ Rp×p be a symmetric, positive semidefinite matrix (M � 0), i.e., such that
v>Mv ≥ 0 ∀v ∈ Rp. Denote M = U>ΛU its spectral decomposition: the columns
of U are the eigenvectors of M and Λ is a diagonal matrix with the corresponding
eigenvalues λ1 ≥ . . . ≥ λp ≥ 0 on its diagonal.

We denote ‖v‖2 = v>v =
∑p

j=1 v
2
j the squared Euclidean norm of v ∈ Rp.

1.1.1 First eigenvector

Prove that {
maxv∈Rp v>Mv
‖v‖2 = 1

= λ1,

and that this value is reached for v = u1.
You are advised not to use Lagrangian duality. Instead, you can use the following

steps:

1. Prove that v>Mv = α>Λα for some α ∈ Rp with ‖α‖2 = 1.
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2. Prove that {
maxα∈Rp α>Λα
‖α‖2 = 1

= λ1, (P1)

and deduce the optimal v.

1.1.2 Other eigenvectors

Prove that 
maxv∈Rp v>Mv
‖v‖2 = 1
v ∈ {v1, . . . , vk−1}⊥

= λk, (Pk)

where {v1, . . . , vk−1} are argmax to problems P1, . . . , Pk−1. and that this value is
reached for v = uk.

1.2 Quadratic forms with Laplacian matrices

We now consider the quadratic form obtained using the Laplacian matrix defined in
the header of this homework.

1.2.1 Dirichlet’s energy over G

Prove that v>Lv =
∑

(vi,vj)∈E(vi − vj)
2 for v ∈ Rp.

v>Lv is small if the values in v are smooth over the graph, i.e., if connected nodes
typically have similar values.

1.2.2 Using L for statistical inference

Assume we observe n samples (xi, yi)i=1,...,n, where xi ∈ Rp and yi ∈ R. We denote
X ∈ Rn×p the matrix whose rows are xi, and Y ∈ Rn the vector with values yi. We
consider the prediction function f(x) = x>β̂, where β̂ is an argmin of the following
optimization problem:

min
β∈Rp

L(Xβ, Y ) + µ1β
>Lβ + µ2‖β‖2, (E)

for some µ1, µ2 ∈ R+
∗ .

1. What is the expected behavior of the estimator obtained by minimizing the em-
pirical risk penalized by v>Lv?

2. Prove that (E) is equivalent to

min
β∈Rp

L(X̃β, Y ) + ‖β‖2, (E’)

where X̃ = XB, B = (µ1L+ µ2Ip)
− 1

2 .
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3. Using the results of 1.1, what can you say about the energy Ω(x) = µ1β
>Lβ +

µ2‖β‖2 of the eigenvectors of B?

4. Prove that the transformation B decreases the relative energy Ω in the following
sense:

Ω(x̃)/‖x̃‖2 ≤ Ω(x)/‖x‖2,
where x̃ = Bx.

2 Simulations

The following exercise can be done in your favorite programming language. If you
want to use R (available for free at http://cran.r-project.org/), we provide a few
useful primitives in the hw1-help.R file on the website http://lear.inrialpes.fr/

people/mairal/teaching/2014-2015/M2ENS/.

1. Download the hw1-adj.txt file from the website http://lear.inrialpes.fr/

people/mairal/teaching/2014-2015/M2ENS/. It contains the 50×50 adjacency
matrix of a graph with 50 vertices. Load the matrix A and compute the Laplacian
matrix of the associated graph and its spectral decomposition L = UΛU>.

2. Generate n = 100 (xi, yi) pairs under the model

yi = x>i β + εi,

where εi are independent indentically distributed from a normal distribution with
0 mean and variance 1 and xi are real vectors in dimension p = 50. Do so for
two different choices of β:

• βlow = up,

• βhigh = u1,

where uk is the eigenvector associated with the k-th largest eigenvalue of L.

3. Compute the ridge regression estimator

β̂ridge(X, Y ) = arg min
β∈Rp

L(Xβ, Y ) + λ‖β‖2 =
(
X>X + λIp

)−1
X>Y

over both training sets, for λ = 100 (to save your time, you are not asked to play
with λ, this value is the best choice for this problem). Using the closed form for
the ridge regression estimator and the equivalence between (E) and (E’), compute

β̂L(X, Y ) = arg min
β∈Rp

L(Xβ, Y ) + µ1β
>Lβ + µ2‖β‖2,

for µ1 = λ and µ2 = 0.1, over both training sets.
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4. Generate 10, 000 new independent points1 (xi, yi) under each of the two settings
(βlow, βhigh). For both estimators (β̂ridge, β̂L) over both settings, compute the
relative risk:

R(β̂, β) = ‖Xtestβ̂ − Ytest‖2/‖Xtestβ − Ytest‖2.

For comparison, also compute R(0, β), the relative risk when predicting y = 0
for all x.

5. Discuss the four estimated R(β̂, β). When is β̂L better than β̂ridge, when is it
worse, and why?

1You can reduce this number if the resulting computation is too heavy for your computer.
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