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Abstract

We address visual correspondence problems without as-
suming that scene points have similar intensities in dif-
ferent views.This situation is common, usually due to
non-lambertian scenes or to differences between cam-
eras. We use maximization of mutual information, a
powerful technique for registering images that requires
no a priori model of the relationship between scene in-
tensities in different views. However, it has proven
difficult to use mutual information to compute dense
visual correspondence. Comparing fixed-size windows
via mutual information suffers from the well-known
problems of fixed windows, namely poor performance
at discontinuities and in low-texture regions. In this
paper, we show how to compute visual correspondence
using mutual information without suffering from these
problems. Using a simple approximation, mutual in-
formation can be incorporated into the standard energy
minimization framework used in early vision. The en-
ergy can then be efficiently minimized using graph cuts,
which preserve discontinuities and handle low-texture
regions. The resulting algorithm combines the accurate
disparity maps that come from graph cuts with the tol-
erance for intensity changes that comes from mutual
information.

1. Introduction

The visual correspondence problem is to compute the
pairs of pixels from two images that result from the
same scene element. Since the correspondence prob-
lem is inherently ill-posed, assumptions must be made
regarding scene reflectance and structure. It is common
to assume that a given scene element will result in sim-
ilar intensities in different views (the “constant bright-
ness assumption”). However, this holds only when the
surfaces in the scene are lambertian and the mapping
from reflectance to intensity captured by the camera
(e.g. camera gain and bias) are identical among dif-
ferent views. When the constant brightness assump-
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Figure 1: Comparison of our algorithm and a standard
stereo algorithm: (a) Left image (b) Right image, syn-
thetically altered (c) Result from a traditional stereo
algorithm [3] (d) Result from our method

tion is violated, for example in the presence of non-
lambertian reflectance or different camera gains or bi-
ases, corresponding scene elements in different images
can be poorly correlated, leading to incorrect results.
For example, Figure 1 shows an image pair that has
been synthetically altered, by giving the right image
a negative gain. A traditional stereo algorithm gives
very poor results.

The correspondence problem can be formally de-
fined as follows. Let P denote the set of pixels in
the primary image and let I1 = {I1(p) | p ∈ P} and
I2 = {I2(p) | p ∈ P} be the intensities in the pri-
mary and secondary images.1The quantity to be esti-
mated is the disparity configuration f = {fp | p ∈ P}
on the primary image. Each fp represents the cor-
respondence between the pixel p in the primary im-
age and the pixel p + fp in the secondary image, i.e.,

1There is no fundamental asymmetry in the correspondence
problem, but most algorithms treat the input images asymmet-
rically. We will use an asymmetric treatment throughout this
paper, then describe in the final section how to extend our work
to a symmetric treatment.
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the pixel whose 2D coordinates are obtained by adding
the disparity fp to the 2D coordinates of p. The con-
stant brightness assumption is I1(p) � I2(p + fp).
In this paper, we address the correspondence prob-
lem where I1(p) � F (I2(p + fp)), or more generally,
F (I1(p), I2(p + fp)) � 0, where F is an a priori un-
known function. For instance, I1(p) = αI2(p+ fp))+β
implies different gain and bias for the two cameras.

There are two broad classes of algorithms for com-
puting visual correspondence (see [14] for a recent sur-
vey for stereo). Local algorithms estimate correspon-
dence independently at each pixel, typically using cor-
relation with fixed size windows. Global algorithms
find the best disparity configuration f . In general,
while local algorithms are faster, the global algorithms
give the best results [14]. The difference is most strik-
ing at disparity discontinuities and in low-texture re-
gions. Most global algorithms are based on a standard
energy minimization framework, which is closely re-
lated to Markov Random Fields (MRF’s) [5, 10].

1.1. Energy minimization

Energy minimization algorithms define the best dis-
parity configuration f to be the one that minimizes
the energy, which consists of a smoothness term and a
data term

E(f) = Esmooth(f) + Edata(f). (1)

The smoothness term imposes a penalty for configura-
tions that violate spatial smoothness. The data term
imposes a penalty for configurations that are inconsis-
tent with the observed data I1, I2. The data term is
where the appearance of corresponding scene elements
is used, and will be the focus of our work. The standard
data term used is

Edata(f) =
∑
p

Dp(fp), (2)

where Dp is a measure of pixel dissimilarity between
I1(p) and I2(p + fp). Nearly all work on energy min-
imization makes the constant brightness assumption,
and has Dp(fp) = ρ(I1(p), I2(p+ fp)), where ρ is some
distance measure. We will describe a few common
choices of ρ when we survey related work in Section 2.

The most difficult problem in energy minimization
is its computational cost, since it involves a highly non-
convex function in a search space with many thousands
of dimensions. The energy can be efficiently minimized
using graph cuts [3, 8, 12] as long as it is of a cer-
tain form. The data term must be of the form given
in Eq (2), i.e. a sum over pixels; in addition, there
are some restrictions on the smoothness term. Energy

minimization methods based on graph cuts generate
some of the best results for visual correspondence [14],
despite making the constant brightness assumption.

1.2. Mutual information (MI)

Our approach to the correspondence problem relies on
maximization of mutual information. Mutual informa-
tion (MI) was invented by Shannon [15], and popular-
ized in computer vision by Viola and Wells [17]. It has
been primarily used for registration problems, where
the goal is to find the transformation that makes one
image most similar to another. Mutual information is
used as a similarity measure between images, and the
transformation that maximizes the mutual information
is found by some variant of gradient descent [17]. The
key advantage of mutual information is its ability to
easily handle complex relationships between the inten-
sities in the two images. It requires no a priori model
of the relationship between scene intensities in different
views, and thus can even register medical images from
different modalities (such as CT and MR) [19].

Mutual information is therefore a very natural tech-
nique to use for visual correspondence. However, this
has proven difficult to accomplish. It is easy to incor-
porate mutual information into a local algorithm with
fixed size windows. This has been done by Egnal [4]
(see Section 2 for more discussion). However, this suf-
fers from all the standard problems of fixed window
methods, and gives poor results.

1.3. Overview

In this paper we show how to incorporate mutual in-
formation into an energy minimization algorithm for
computing visual correspondence. Our key technical
contribution is to develop a data term that uses mu-
tual information, while ensuring that the resulting en-
ergy function can be efficiently minimized. This is non-
trivial, because mutual information is not naturally de-
fined as a sum over pixels, which is required for efficient
minimization. However, using a Taylor series approx-
imation we can rewrite the mutual information as a
sum over pixels, and then use graph cuts to efficiently
maximize it. This allows us to combine the accurate
disparity maps that come from graph cuts with the tol-
erance for intensity changes that comes from mutual
information.

We begin with a short summary of some related
work. In Section 3, we discuss mutual information as a
data term and simplify it slightly. In Section 4, we show
how to rewrite this data term as a sum over pixels of
a certain DMI

p . In Section 5, we demonstrate that DMI
p

in fact generalizes a standard data term from the well-
known framework of maximum a posteriori estimation
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of MRF’s [5, 10]. Preliminary experimental results are
given in Section 7. For real data with ground truth,
the performance of our method is roughly comparable
to several other energy minimization methods cited in
[14]. However, artificially distorting the intensities in
these images has only a small effect on our method,
while it has a dramatic effect on previous methods.

2. Related work

2.1. Stereo matching costs

The visual correspondence problem has been exten-
sively studied in the computer vision community. Re-
laxing the constant brightness assumption has been
most heavily studied for stereo, as it is common to have
cameras with different gain and bias. Since our work is
novel primarily in terms of the matching cost, we will
focus on related work that addresses this. Readers are
referred to [14] for a survey and taxonomy of stereo.

The most common matching costs include the sum
of L1 differences [16], L2 differences [11], or truncated
L2 differences [1]. These costs are sensitive to camera
gain and bias. It is also possible to first compute a
local quantity that is insensitive to gain and bias and
then perform correlation. This has been done using
ordering information [21] or properties of the intensity
gradient [13]. Another approach [6] eliminates photo-
metric effects using a spatial coherence multiplier in
the matching process.

Our work is distinctive because of its generality. Mu-
tual information allows for a wide range of relationships
between intensities from corresponding scene elements.
It merely assumes that there is a consistent relation-
ship between them, which we do not or cannot specify
a priori.

2.2. Mutual information

Mutual information has been popularized in computer
vision by Viola and Wells [17]. It can be used for for
pose estimation, object recognition, shape from shad-
ing, and lightness compensation. However, its primary
use is for registration, typically using affine transforms.
[18] and [20], among others, use maximization of mu-
tual information for nonrigid registration. They rep-
resent nonrigid registration using thin-plate splines,
which do not preserve discontinuity. They evaluate the
disparities only for sparsely sampled pixels and approx-
imate the disparities for in-between pixels using the ra-
dial basis function. In contrast, we evaluate disparities
for every pixel, thus preserving discontinuities.

It is, of course, possible to use any registration tech-
nique to compute visual correspondence, simply by ap-
plying it to fixed windows centered at each pixel. Egnal

[4] used mutual information in this way. This approach
suffers from the standard limitations of fixed window
methods, namely poor performance at discontinuities,
and in low-texture regions. These problems can be
overcome using energy minimization.

3. MI as a data term

It is natural to use mutual information (MI) as a data
term in the energy function,

EMI
data(f) = −MI(I1, I2, f). (3)

(This is negative because mutual information is max-
imized, while energy must be minimized.) Here
MI(I1, I2, f) is the mutual information between the two
images I1 and I2 given the disparity f . We can express
MI(I1, I2, f) as the sum of the entropy of I1 and the
entropy of I2 minus the joint entropy of I1 and I2,

MI(I1, I2, f) = h(I1) + h(I2, f) − h(I1, I2, f)

= −
∫ 1

0

diPI1(i) logPI1 (i) −
∫ 1

0

diPI2,f (i) logPI2,f (i)

+
∫ 1

0

∫ 1

0

di1di2PI1,I2,f (i1, i2) logPI1,I2,f (i1, i2), (4)

where we define

PI1(i) =
1
|P|

∑
p

gψ(i− I1(p)).

Following [17] we used Parzen estimation with a
Gaussian distribution; gψ(x − µ) denotes a Gaussian
distribution with mean µ and variance ψ. Similarly,
we define

PI2,f (i)=
1
|P|

∑
p

gψ(i− I2(p+ fp)),

PI1,I2,f (i1, i2)=
1
|P|

∑
p

gψ((i1, i2) − (I1(p), I2(p+ fp))).

Here, gψ(x − µ) denotes an n(= 2) dimensional
Gaussian distribution, with mean µ and covariance ma-
trix ψ. Throughout this paper, we will use a diagonal
matrix for ψ.2

Note that h(I1) in Eq (4) does not depend on f .
h(I2, f) also is almost constant; f merely redistrib-
utes when calculating PI2,f (i) except for occlusions or
many-to-one matchings from I1 to I2. If the I1 to I2
matching is one to one, PI2,f (i) is a constant. We will
therefore regard h(I2, f) as a constant.

2This does not mean that the left image and the right image
are independent. It means that the noise of the left image and
that of the right image are independent.
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To summarize, ignoring some constants, the mutual
information data term has the form

EMI
data(f) = −

∫ ∫
di1di2Pf (i1, i2) log(Pf (i1, i2)), (5)

where we use Pf (·, ·) to denote PI1,I2,f (·, ·) in order to
simplify the notation.

4. Approximating MI

The key technical challenge is to convert the mutual
information (MI) data term EMI

data into a sum over pix-
els as in Eq (2). Once this is done, we can efficiently
minimize the energy using graph cuts. We now show
how to find a DMI

p such that

EMI
data �

∑
p

DMI
p (fp).

We use the Taylor expansion for F (x) = x log x:

F (x) =F (x0) + F ′(x0)(x − x0) +O((x − x0)2)
=x0 log x0 + (1 + log x0)(x − x0) +O((x − x0)2)
= − x0 + (1 + log x0)x+O((x − x0)2).

Consider two arbitrary disparity configurations f, f0

(there is no requirement that they be similar). Using
this Taylor expansion on EMI

data(f) we have

−
∫ ∫

di1di2 log(Pf (i1, i2))Pf (i1, i2) (6)

�
∫ ∫

di1di2

(
Pf0(i1, i2)−(1+ log(Pf0(i1, i2)))Pf (i1, i2)

)

=
∫ ∫

di1di2Pf0(i1, i2) −
∫ ∫

di1di2Pf (i1, i2)

−
∫ ∫

di1di2 log(Pf0(i1, i2))Pf (i1, i2).

Since the first two terms are 1 by definition of proba-
bility, this can be rewritten as

−
∫ ∫

di1di2 log(Pf0(i1, i2))Pf (i1, i2)

= −
∫ ∫

di1di2

(
log(Pf0(i1, i2))

· 1
|P|

∑
p

gψ ((i1, i2) − (I1(p), I2(p+ fp)))
)

=
∑
p

− 1
|P|

∫ ∫
di1di2

(
log(Pf0(i1, i2))

· gψ((i1, i2) − (I1(p), I2(p+ fp)))
)
. (7)

In order for the first order approximation of Eq (6) to
be valid, we need to have |x − x0|/min(x, x0) � |1 +

log x0|, that is, x close to x0. This condition does not
imply that f is close to f0. x and x0 are 2D intensity
histograms of pixels that are alleged to correspond by
a disparity configuration (f or f0). We allow a large
set of pixels to go from one bin to another then, as
long as another set of pixels replaces them. Since we
are usually dealing with a large number of pixels, it is
reasonable to expect this to hold.3

Our desired result follows directly:

DMI
p (fp)= − 1

|P|
∫ ∫

di1di2

(
log(Pf0(i1, i2))

· gψ((i1, i2) − (I1(p), I2(p+ fp)))
)
. (8)

To summarize, by using the approximation in Eq (6) we
can obtain a mutual information data term that is in
the standard sum of pixels form. This yields an energy
functional that can be efficiently minimized. Note that
the data term DMI

p (fp) depends on the current dispar-
ity map f0. We will update this term as the algorithm
iterates.

5. Reduction to MAP-MRF

In this section we show how our expression for the data
term can be justified in the MAP-MRF framework [5]
under certain assumptions. Let P (i1) be the distrib-
ution of intensities in the left image and assume that
the current disparity (f0) is the true disparity. Let
us also assume that the right image is generated by
adding an independent noise described by the distrib-
ution Pr(i2|i1) to the left image warped by f0. Then
the joint histogram Pf0(i1, i2) will be approximately
P (i1) Pr(i2|i1). For simplicity we will assume that we
have enough samples so that the following formula is
exact:

Pf0(i1, i2) = P (i1) Pr(i2|i1).
Now let us compute our data term given the current
disparity map f0. If we use a smoothing kernel with
ψ → 0 (this is reasonable since we assume that we have
enough samples), Eq (8) reduces to

DMI
p (fp) = − 1

|P| log(Pf0(I1(p), I2(p+ fp)))

= − 1
|P| (log(P (i1)) + log(Pr(I2(p+ fp)|I1(p)))) .

The first term can be omitted since it does not depend
on fp, resulting in

DMI
p (fp) = − 1

|P| log(Pr(I2(p+ fp)|I1(p))).
3The difference between the left and right sides of the approx-

imation in Eq (6) is that f in log(Pf (i1, i2)) is replaced by f0.
This is reminiscent of the difference between the implicit and
explicit methods in finite-difference methods [7].
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This is a classical expression used in the MAP-MRF
framework (except for the constant − 1

|P|). Thus our
expression for the data term coincides with the MAP-
MRF expression. In particular, if the noise Pr(i2|i1) is
Gaussian (i.e. Pr(i2|i1) ∼ exp(−(i2 − i1)2/2σ2)), then
Eq (8) reduces to

DMI
p (fp) = const · (I1(p) − I2(p+ fp))2.

Disparity

− log P

(a) count

D

(e) α-expansion

P

(c) -log

P 0

(b) ⊗gψ

(d) ⊗gψ

Figure 2: An example that depicts the construction of
the MI data term. Dark black in P and P 0 represents
0. See section 4 for detailed explanation.

6. Our algorithm

Now that we have obtained a data term of the correct
form, it is straightforward to compute correspondence.
All we need is to specify Esmooth, and to select an en-
ergy minimization algorithm. For Esmooth(f), we use
the Potts model energy function,

∑
p,q∈N Vp,q(fp, fq),

where Vp,q(fp, fq) = u{p,q} · T [fp �= fq]. Here T [·] is
1 if its argument is true and 0 otherwise. The u{p,q}
multiplier can be interpreted as the cost of a discon-
tinuity between p and q [3]. We use the α-expansion
algorithm for energy minimization [3]. Algorithm 1 de-
picts α-expansion with the data term given by Eq (8).
It iterates between (a) constructing the data term DMI

p

from the current f (Line: 4) and (b) finding a new f
given probability and data term (Lines: 5-14).

The construction of the data term DMI
p merits a

more detailed description. Since Pf0(i1, i2) doesn’t de-
pend on p or fp, we should compute it only once. We
first compute the histogram of allegedly correspond-
ing pixels, or P 0

f0(i1, i2), for φ = limσ→0 diag(σ, σ) by
simple counting (see Figure 2(a));

P 0
f0(i1, i2)=

1
|P|

∑
p

T [(i1, i2)=(I1(p), I2(p+ f0
p ))]. (9)

iteration 1 2 3

disparity

P0

P

− logP

D

Figure 3: An example of key data values over three
iterations of our algorithm.

Then we apply Gaussian convolution to obtain the
probability distribution, Pf0(i1, i2) (see Figure 2(b));

Pf0(i1, i2) = P 0
f0(i1, i2) ⊗ gψ(i1, i2). (10)

In other words, Gaussian convolution computes the dis-
tribution from the samples.

If we have the correct disparity, and there are no
differences in gain and bias, this probability distrib-
ution would be a 45 degree line through the origin.
We discretize i1 and i2 into Nint values and compute
Pf0(i1, i2) for each i1 and i2 in O(|P|) for Eq (9) and
O(N2

int logNint) for Eq (10) using the FFT and tak-
ing advantage of the fact that Gaussian convolution is
linearly separable.

We apply Gaussian convolution once more, this time
to calculate the data term DMI

p (fp) (see Figure 2(d));

D(i1, i2)= − 1
|P| log(Pf0(i1, i2)) ⊗ gψ(i1, i2), (11)

DMI
p (fp)=D(I1(p), I2(p+ fp)). (12)

The overall time complexity is O(N2
int logNint) for the

convolution and O(|P||L|) for Eq (12), where L is the
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set of all possible labels. Throughout this paper, we
use Nint = 256, unless otherwise indicated.

In the final step we use the α-expansion algorithm
with this data term to compute a new disparity (see
Figure 2(e)). We iterate this cycle until convergence.
See Figure 3 for an example.

Note that it is possible to update DMI
p more fre-

quently, since it depends upon the current disparity
configuration f . However, the results we have obtained
experimentally do not improve substantially with more
frequent updates.

Algorithm 1 α-expansion with our mutual informa-
tion data term
Require: I1, I2
Ensure: f0 = argmin E(f)
1: Start with an arbitrary configuration f0

2: repeat
3: Set SuccessOut := 0
4: ∀p calculate fp, DMI

p (fp) from I1, I2, f
0

5: repeat
6: Set SuccessIn := 0
7: for each label α ∈ L do
8: Find f̂ = argmin E(f ′) among f ′ within one

α-expansion of f0

9: if E(f̂) < E(f0) then
10: Set f0 := f̂
11: Set SuccessIn := 1 and SuccessOut := 1
12: end if
13: end for
14: until SuccessIn = 1
15: until SuccessOut = 1

7. Experiments

To verify that our algorithm is insensitive to the rela-
tionship between left and right images, we apply var-
ious transforms to the intensities of one of the images
and run our algorithm (see Figure 5). As expected our
algorithm gives near-identical results when the images
are transformed, unlike the traditional matching cost
(see Figure 1(c)). We also tested the performance on
stereo images in the presence of specularity, which is
the most dramatic form of non-lambertian reflectance,
and the most serious violation of the constant bright-
ness assumption. Figure 4 shows some promising pre-
liminary results.

It is also instructive to look at the performance of
our algorithm on the real images with ground truth de-
scribed in [14]. The statistics are shown in Figure 5.The
running times for most of our test cases does not exceed
2-3 minutes on a Pentium IV processor. Our method
converges rather quickly within a few iterations (see

(a) (b)

(c) (d)

(e) (f)

Figure 4: Our results on an image pair with specu-
larity. (a) Left image (b) Right image (c) α-expansion
with truncated L2 difference data term (d) α-expansion
with L2 difference data term (e) α-expansion with L1

difference data term (f) α-expansion with mutual in-
formation data term

Figure 3). This is partly because even if the current
disparity map is not precisely correct, the kernel esti-
mate of probability is not terribly wrong when the im-
ages are sparsely textured. On richly textured images,
it is possible that better results could be obtained by a
nonconvex method where the smoothing of the kernel
estimate is gradually reduced as the disparities become
more correct. However, note that we obtain good re-
sults on the richly textured SRI tree sequence shown
in the bottom row of figure 5.

Overall, our algorithm produces results that are
comparable to several other energy minimization ap-
proaches, and are significantly better than standard
correlation-based methods. However, unlike previous
methods, our algorithm is stable under a very broad
range of intensity transformations.

8. Extensions

Both mutual information and the correspondence prob-
lem are, by definition, symmetric. Despite this our
formulation so far treats left image and right image
asymmetrically. Nevertheless, a framework due to Kol-
mogorov and Zabih [9] allows us to extend our formu-
lation to treat the images symmetrically, and also to
properly treat occlusions. Following their notation, let
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A be the set of pairs of pixels that may potentially
correspond. Let A(f) be the set of active assignments
according to the configuration f . The energy for a con-
figuration f is given by

E(f) = Edata(f) + Eocc(f) + Esmooth(f), (13)

where Edata(f) =
∑

〈p,q〉∈A(f)D(〈p, q〉) and
D(〈p, q〉) = (I1(p) − I2(q))2. Following similar
procedures to those used in section 3, we can derive a
mutual information data term

EMI
data(f) �

∑
〈p,q〉∈A(f)

DMI(〈p, q〉), (14)

DMI(〈p, q〉) = − 1
|A(f)|

∫ ∫
di1di2

(
log(Pf0(i1, i2))

·gψ((i1, i2) − (I1(p), I2(q)))
)
, (15)

where

Pf0(i1, i2)=
1

|A(f0)|
∑

〈p,q〉∈A(f0)

gψ((i1, i2)−(I1(p), I2(q))).

Notice that we modify only D(〈p, q〉) with all other
terms unchanged.
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Figure 5: Our results on synthetically transformed real images, with λ = 0.003, σ = 0.0025. Numbers below the
disparities indicate percentage of pixels whose disparities differ from the ground truth by more than 1.
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