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Abstract

Our paper addresses the problem of enforcing constraints
in human body tracking. A projection technique is derived
to impose kinematic constraints on independent multi-body
motion: we show that for small motions the multi-body ar-
ticulated motion space can be approximated by a linear
manifold estimated directly from the previous body pose.
We propose a learning approach to model non-linear con-
straints; we train a support vector classifier from motion
capture data to model the boundary of the space of valid
poses. Linear and non-linear body pose constraints are en-
forced by first projecting unconstrained motions onto the
articulated motion space and then optimizing to find points
on this linear manifold that lie within the non-linear con-
straint surface modeled by the SVM classifier.

1. Introduction
Vision-based tracking of human bodies has been an active
and growing research area in the last decade due to the nu-
merous potential applications of such tracking for surveil-
lance, motion capture, and human-computer interface. It
also offers multiple technical challenges for motion track-
ing, including the high dimensionality of the state space,
variable appearance of human forms, and complex dynam-
ics.

The rigid motion of individual parts is straightforward to
estimate in ideal conditions, but noise in the image or esti-
mation process will most likely cause independently tracked
parts to diverge and violate the true underlying model. To
avoid this it is important to enforce constraints during the
tracking process. The human body is highly constrained by
strict kinematics, operational limits of joints, as well as by
behavioral patterns of motion in specified activities. Ap-
plying those body pose constraints makes the tracking more
robust and accurate.

We propose a two-step framework for classifying valid
human body poses. We apply a linear projection opera-
tor to enforce strict kinematic constraints on independently

tracked parts. Within this linear manifold there will be
other, non-linear, constraints, defined by joint angle limits
and behavior patterns. Rather than attempt to specify these
algebraically we learn them from a set of joint angle training
data labelled with positive and negative examples of human
pose. We then find a compact representation of the bound-
ary of correct human pose using a support vector machine
classifier.

Using this framework we have developed a system that
can track pose in real-time using input from stereo cameras.
Motion of independent part is estimated using an ICP-based
technique and an optimal articulated motion transformation
is found by projecting the (unconstrained) motion transfor-
mations onto a linear articulated motion space. An advan-
tage of our approach is that the size of the system involved
in the body motion estimation is very small. A non-linear
model of valid body poses is learned by training an SVM
classifier on a collection of motion capture data. This clas-
sifier is then used during the tracking optimization to ensure
that poses belong to the space of valid body configuration.

We next review previous work, followed by a descrip-
tion of our projection-based method to enforce articulated
constraints. We then present an SVM approach to model
the space of human poses. Finally, we show comparative
results of tracking people in sequences.

2. Previous work
Many approaches to detect or track people in image se-
quences have been proposed. Monocular methods usually
rely on image cues such as color [28] or edges [13, 17].
Dense optical flow has been used in differential approaches
where the gradient in the image is linearly related to the
model movement [4, 29]. Due to the numerous ambi-
guities that may arise while tracking people in cluttered
monocular image sequences, multiple-hypothesis frame-
works may be more suitable. Many researchers have inves-
tigated stochastic optimization techniques such as particle
filtering [26, 27]. Though promising, these approaches are
not computationally efficient (typically requiring thousands
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of samples to track simultaneously) and real-time imple-
mentations are not yet available. Since monocular motion-
based approaches only estimate relative motion from frame
to frame, small errors are accumulated over time and cause
the pose estimation to be sensitive to drift.

Stereo image-based techniques, though not as general as
monocular image techniques, are subject to less ambigu-
ity. An early effort to track body gestures with real-time
stereo uses a generative mixture model to infer arm orienta-
tion [16]. This system works well for gestures with a fully
extended arm since the arms are modeled using two shape
”blobs”. However, the model used in this system was ap-
proximate and the system could only accurately detect arm
configurations where the arm was fully extended.

A multi-view technique using physical forces that are
applied to each rigid part of a kinematic 3D model of the
tracked object was proposed in [9]. These forces guide the
minimization of the fitting error between model and data.
This approach uses a recursive algorithm to solve the dy-
namical equations. We use a projection-based approach
similar to robot control techniques [21] for enforcing strict
kinematic constraints using a linear projection operation.

Joint angle limits for human figures have been tabulated
based on observational studies [20]. In general, joint an-
gle limits are rarely independent across different degrees
of freedom, even at a single joint. An implicit surface
model of shoulder joint limit constraints was derived by
[15], who learned parameters of the representation from
motion capture data. Recently, modeling the statistics of
motion capture data has become a popular technique in
computer graphics animation. Several authors have devised
schemes for using a database of motion capture data to gen-
erate new animation, e.g., by fitting non-parametric density
models [22], or learning a graph of legal transitions [19].

In this work we use a motion capture database to learn
a model of likely configurations, but we focus on an effi-
cient representation to classify valid and invalid pose rather
than on modeling the full distribution and transition proba-
bilities. We learn a support vector machine classifier from
the data, and use the resulting support vectors to define the
valid pose space. The support vectors will typically be a
compact and efficient representation of the valid space, as
described below.

3. Representation

We first introduce the body model and the representation for
rigid and multi-body transformations used in our approach.

The body model used in this paper consists of a set of N
rigid limbs linked with each other in a hierarchical system.
We assume the body model to be articulated, i.e., the links
between limbs are perfect spherical joints. However, we
also show that our approach can easily allow for other kinds

of links between limbs.
Pose Π of a body is defined as the position and orienta-

tion of each of its N constituent limbs in a world coordinate
system (Π ∈ R6N ).

We parameterize rigid motions using twists [4]. A twist
ξ is defined as a 6-vector such that:

ξ =
(

t
ω

)

where t is a 3-vector representing the location of the rotation
axis and translation along this axis. ω is a 3-vector pointing
in the direction of the rotation axis.

The rigid transformation associated with the twist ξ can
also be represented by a 4 × 4 matrix Gξ such that:

Gξ = exp (ξ̂) = I + ξ̂ +
(ξ̂)2

2!
+

(ξ̂)3

3!
+ . . .

where ξ̂ =
(

[ω]× t
0 0

)
and [ω]× is the skew-symmetric

matrix associate with vector ω.
Let ∆ define a set of rigid transformations applied to a

set of rigid objects. ∆ is represented as a 6N -vector such
that:

∆ =




ξ1
...

ξN


 (1)

where N is the number of limbs in the body model.
In the case of articulated models, motions ξi are con-

strained by spherical joints. As a result, ∆ only spans a
manifold A ⊂ R6N that we will call articulated motion
space. We will show that A is around the origin (hypothe-
sis of small motions) a linear space that can be simply esti-
mated from the current pose Π.

T∆ denotes the motion transformation between poses,
i.e. if Π and Π′ are two poses, T∆ such that Π′ = T∆(Π) is
the motion transformation between the two poses.

4. Approach
We consider the tracking problem as the fitting of a body
model pose Π, that obeys some constraints, to a set of vi-
sual observations O. We assume that the pose Πt−1 from
the previous frame is known and we search for the mo-
tion transformation ∆� so that Πt = T∆�(Πt−1) satis-
fies some pose constraints while minimizing a fitting error
d(Πt,O) = dΠt−1(∆

�,O).
In order to estimate ∆�, we introduce a constraint pro-

jection approach that consists of (i) estimating the uncon-
strained minimum ∆ of dΠt−1(∆,O) followed by (ii) es-
timating the projection ∆� of ∆ on the constraint surface
minimizing the Mahalanobis distance ||∆� − ∆||Σ.
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Constraint projection methods may give a sub-optimal
solution but are usually easier to implement and, when used
in an iterative fashion, provide solutions very close to the
estimation provided by direct methods. An example of such
an approach is given in [14] where the fundamental matrix
is estimated by using the 8-point algorithm followed by en-
forcement of the rank 2 constraint.

4.1 Unconstrained optimal motion

Let ∆ be the unconstrained body transformation that min-
imizes dΠt−1(∆,O) and Σ the corresponding covariance
matrix.

∆ can be estimated using any multi-object tracking al-
gorithm. Because of its simplicity and efficiency, we imple-
mented a tracking algorithm based on ICP [3, 6]. Given two
clouds of 3D points (e.g., observed 3D data and 3D model
of a rigid object to register), ICP finds corresponding points
and estimates the motion transformation ξ between the two
clouds by minimizing the error (usually the Euclidean dis-
tance) between the matched points. Many variants of the
ICP algorithm have been proposed (see [24] for an exten-
sive survey), including approaches which use color in addi-
tion to 3D information.

Let ξk be the motion transformation estimated by the
ICP algorithm applied to limb k. Let Σk be the correspond-
ing covariance matrix (Σk can be estimated during the mo-
tion estimation step of the ICP algorithm).

Then ∆ = (ξ1, ..., ξN )� can be considered as a good
approximation of the optimal unconstrained motion. The
corresponding covariance matrix Σ is the block-diagonal
matrix Σ = diag(Σ1,Σ2, . . .).

However, ∆ obviously does not satisfy body constraints.

4.2 Projection on the constraint surface

We wish to find the closest body transformation ∆� to ∆
that satisfies all body constraints. More precisely we search
for ∆� that minimizes the Mahalanobis distance:

E2(∆�) = ||∆� − ∆||2Σ
= (∆� − ∆)�Σ−1(∆� − ∆) (2)

while satisfying body constraints. The body constraints
consist of articulated constraints (Section 5) and also other
constraints related to human body structure and motion
(Section 6).

5. Articulated constraints
In this section, we consider the enforcement of articulated
constraints. We show that an optimal motion transformation
∆̄ that satisfies articulated constraints is found by project-
ing ∆ onto the articulated motion space A. First we show

that A can be approximated at the origin by a linear space
(derived from the previous pose Πt−1). Then we estimate
an optimal linear projection of ∆ onto A that minimizes
||∆̄ − ∆||Σ.

Our method is very similar to robot control techniques to
enforce joint and contact constraints [21] but, to our knowl-
edge, we are first to use such an approach in computer vi-
sion for human body tracking.

5.1 Local parameterization of A
Let Mij be a spherical joint between two rigid bodies Li

and Lj . Let ξ′
i and ξ′

j be the respective motion transfor-
mation applied to the rigid bodies Li and Lj . Let R′ and
t′ be the rotation and translation associated with a motion
transformation ξ′.

If Li and Lj perform small motions, the spherical joint
constraint on Mij can be written:

ξ′
i(Mij) = ξ′

j(Mij)
⇒ (R′

i − R′
j)Mij + t′i − t′j = 0

⇒ [ω′
i − ω′

j ]×Mij + t′i − t′j = 0
⇒ −[Mij ]×(ω′

i − ω′
j) + t′i − t′j = 0

(3)

Let ∆̄ be an articulated motion transformation with:

∆̄ = (ξ′
1, ..., ξ

′
N )� (4)

Let Sij be the 3x(6N) matrix defined by:

Sij = (03 . . . [Mij ]×︸ ︷︷ ︸
i

−I3︸︷︷︸
i+1

. . . 03 . . .−[Mij ]×︸ ︷︷ ︸
j

I3︸︷︷︸
j+1

. . . 03)

Eq.(3) is equivalent to:

Sij∆̄ = 0 (5)

Similar equations can be written for each joint constraint.
By stacking eq.(5) into a single matrix Φ, the spherical joint
constraints are simultaneously expressed by the equation:

Φ∆̄ = 0 (6)

Eq.(6) implies that the articulated motion transformation
∆̄ lies in the nullspace of the matrix Φ. This proves that,
locally around the origin (hypothesis of small motions), the
articulated motion space A is the linear space generated by
nullspace{Φ}.

Let K be the size of nullspace{Φ} and vk be a basis of
nullspace{Φ}. In our study the basis vk is estimated from
Φ using a SVD-based approach and is orthogonal. There
exists a set of parameters λk such that ∆̄ can be written:

∆̄ = λ1v1 + . . . + λKvK (7)
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Figure 1: Projection of ∆ onto the linearized articulated
space. ∆̄ (or equivalently δ̄) is the closest point to ∆ in A
w.r.t. metric E.

Let δ̄ be a vector and V a matrix such that:

δ̄ = (λ1 . . . λM )� V = (v1 . . . vM )

Finally eq.(7) can be rewritten:

∆̄ = Vδ̄ (8)

5.2 Articulated motion estimation

Let ∆ be the multi-body transformation estimated in Sec-
tion 4.1. Let Σ be the covariance matrix corresponding to
∆. Eq.(2) gives:

E2(∆̄) = (∆̄ − ∆)�Σ−1(∆̄ − ∆)
= (Vδ̄ − ∆)�Σ−1(Vδ̄ − ∆) (9)

By differentiating the previous equation w.r.t. δ̄, it can
be shown that the minimum of E2 is reached at:

δ̄ = (V�Σ−1V)−1V�Σ−1∆

Finally, the correct articulated motion ∆̄ is estimated us-
ing eq.(8). ∆̄ can be seen as the projection of ∆ through a
matrix P on the articulated motion space such that:

∆̄ = P∆

with P = V(V�Σ−1V)−1V�Σ−1

6 Nonlinear constraints

The human body is highly constrained due to various fac-
tors which are not possible to capture in a linear manifold
(e.g., joint angles between limbs are bounded, some poses

are unreachable due to body mechanics or behavior). To
enforce these constraints we use a learning-based approach,
and build a human body pose classifier using examples ex-
tracted from motion capture (mocap) data. We represent the
space of valid poses defined by mocap data using a support
vector machine (SVM) classifier.

6.1 Support Vector Machine

SVMs classifiers have been very popular in the computer
vision community for their ability to learn complex bound-
ary between classes and also for their speed and efficiency.
See [25, 5] for a detailed description of SVMs.

Given a data set {xi, yi} of examples xi with labels yi ∈
{+1,−1}, an SVM estimates a decision function f(x) such
that:

f(x) =
∑

i

yiαik(x, xi) + b (10)

where b is a scalar and αi some (non negative) weights es-
timated by the SVM. A subset only of the weights αi are
non null. Examples xi corresponding to non zero αi are
the support vectors. The support vectors are the training
examples that lie closest to the decision boundary. Their
corresponding αi defines its contribution to the shape of the
boundary. k(x, xi) is the kernel function corresponding to
the dot product of the non linear mapping of x and xi in a
(high dimensional) feature space. Linear, polynomial and
Gaussian kernels are usually used. In this paper, we used a
Gaussian kernel k(x, xi) = e−||x−xi||2/(2σ2).

In practice, an error cost C is introduced to account for
outliers during the SVM training [25]. This allows for the
noise in data that would cause classes to overlap. Once
the SVM has been trained, new test vectors x are classified
based on the sign of the function f(x). In this work, we
used the SVM implementation from the machine learning
software library Torch [7].

6.2 Training

We trained a SVM classifier to model valid poses of human
bodies. The features x used in the SVM are the relative
orientation of the body with respect to the world coordinate
system and the relative orientations of connected limbs.

Training data consisted of a collection of more than 200
mocap sequences of people walking, running, doing sports,
etc, which amounts to about 150,000 body pose (positive)
examples. The collection has been obtained from [1]. The
models used in these sequences describe the full body, in-
cluding hands, fingers, and eyes. However, only the param-
eters used in our model (torso, arms, forearms and head)
have been retained for the SVM training. Negative exam-
ples have been randomly generated. Because the space of
valid poses is small compared to the space of all possible
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Figure 2: Body poses corresponding to 9 support vectors (out of 382) estimated by the SVM.

C 1 10 200 1000
ε 0.00072 0.00061 0.00065 0.00137

Nsv 1878 367 323 294

Table 1: Classification error rates ε and number Nsv of sup-
port vectors for SVMs trained with Gaussian kernels (σ=10)
vs. error cost C.

σ 5 10 15 20 100
ε 0.00065 0.00061 0.00094 0.00047 0.0059

Nsv 479 367 570 842 4905

Table 2: Classification error rates ε and number Nsv of
support vectors for SVMs trained with Gaussian kernels
(C=100) vs. kernel size σ.

poses, a pose with randomly generated angles for each joint
will most likely be invalid. From this and the fact that SVM
can account for outliers, negative examples could safely be
generated with this approach. As future work we plan to
also include bootstrapped negative examples from super-
vised training as been done for face detection [23].

We experimented with different types of kernels (linear,
polynomial, Gaussian) and varying error costs. The corre-
sponding SVMs have been evaluated using standard cross-
validation techniques: the classifiers have been trained us-
ing all-but-one sequences and the average mis-classification
error ε of the sequence left has been estimated.

Results clearly show that linear and polynomial kernels
very poorly model the human body poses (ε > 0.5). Gaus-
sian kernels, which are more local, give very good classi-
fication error rates. Tables 1 and 2 report the classification
error rates ε as well as the number of support vectors Nsv

for Gaussian kernels with varying kernel size σ and error
cost C. The SVM used in the rest of the paper uses a Gaus-
sian kernel with σ = 10 and C = 100, which provides
a good trade-off between error rate and number of support
vectors.

6.3 Tracking with SVMs

The tracking problem then consists of finding the motion
transformation ∆� that maps the previous body Πt−1 pose
to a body pose Π� = T∆�(Πt−1) that is valid while mini-
mizing eq.(2).

Articulated constraints are guaranteed by using the min-
imal parameterization ∆� = Vδ�. Let ∆̄ = Vδ̄ be the (un-
constrained) articulated transformation from Section 5.1.
The constrained minimization of criteria E2(∆�) is re-
placed with the one of Ē2(δ�):

Ē2(δ�) = ||∆� − ∆̄||2Σ
= (∆� − ∆̄)�Σ−1(∆� − ∆̄)
= (δ� − δ̄)�V�Σ−1V(δ� − δ̄)

(11)

with the constraint g(δ�) = f(Π�) = f(T∆�(Πt−1)) > 0
where f(.) is the decision function estimated by the SVM,
as in eq.(10).

This is a standard constrained optimization problem that
can be solved using Lagrangian methods or gradient projec-
tion methods [2]. Because of its simplicity, we implemented
a variant of Rosen’s gradient projection method described in
[12].

7. Summary
Assuming a first estimate of the pose has been given, the
tracking algorithm can be summarized in 3 steps as follows:

1. Unconstrained fitting error minimization. Estimate
∆ and uncertainty Σ by applying the ICP algorithm to
all the limbs of the body model.

2. Articulated constraints. Successively compute Φ, V
and P from the joint coordinates Mij of Πt−1 the body
pose at the previous frame. Estimate ∆̄ = P∆.

3. Body pose constraints. Apply gradient projection
method [12] to estimate ∆� using the constraint de-
fined by the SVM in Section 6.3.

The tracking algorithm requires an initial estimate of
the body pose. This initialization is provided by a coarse
stereo-based multiple-person tracking system developed in
our group [8, 11] that gives an estimate of the location of
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multiple people. The user is supposed to be in a canonical
configuration (standing, arms stretched) and the pose is ini-
tialized by fitting 3 lines (torso, right arm, left arm) to the
3D data. This initialization procedure is simple but the pose
estimation is approximate. Future work will use a learning-
based initialization.

8. Experiments

We applied the body tracking approach described previ-
ously to stereo image sequences captured in our lab (the
real-time stereo algorithm can be downloaded at [10]. The
size of the images is 320 × 240. The 3D model used in the
experiments only consists of the upper body parts (torso,
arms, forearms and head). The complete tracking algorithm
(stereo + articulated body tracking) was run on a Pentium 4
(2GHz) at a speed ranging from 6Hz to 10Hz.

We evaluated the performance of our tracking algorithm
on different sequences. We collected two sets of sequences
of about 200 images each. The first set (S1) of 10 se-
quences consists of a person performing simple movements
(few self-occlusions, slow motions). The second set (S2) of
10 sequences is more challenging (multiple self-occlusions,
fast motions). For each set of sequences, the person filmed
was asked to perform motions satisfying the criteria for S1
or S2. We compared the tracking algorithm on these se-
quences using: (T1) articulated constraints only or (T2) ar-
ticulated and SVM body pose constraints .

Figure 3 shows the percentage of frames correctly
tracked in the two sets of sequences S1 and S2 using track-
ers T1 and T2. Since no ground truth data was available,
the correctness of the poses was evaluated using the repro-
jection of the 3D articulated model onto the original images
and manually scoring them. In all cases, T2 gives better re-
sults than T1. The improvement of T2 against T1 is more
obvious in the case of difficult scenes (S2).

Figure 4 shows the tracking results on one of the se-
quences in which tracking T1 failed at frame 75. In this
sequence, T1 and T2 give similar estimates until frame 75,
then T1 starts loosing track but T2 still gives a good pose
estimate (until the end of the sequence). The SVM decision
function f(Π) along the sequence is plotted on Figure 5.
One remarkable feature of f(Π) is that, when T1 starts loos-
ing track (in frame 75 of the sequence), f(Π) stays negative.
We observed this strong correlation between tracking fail-
ure and negativity of f(Π) in many sequences. It can also
be noticed that f(Π) is not always positive in the case of
the tracking T2. This is due to the constrained optimization
algorithm we used (see Section 6.3) that does not strictly
enforce the constraints.

Additional demonstrations and video material of
the articulated tracking system can be viewed at:
http://www.ai.mit.edu/projects/vip/iwall.htm
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Figure 3: Percentage of frames correctly tracked in two sets
of sequences S1 and S2 using (T1) articulated constraints
only and (T2) articulated and SVM constraints. S1 consists
of sequences of a person performing simple movements
(few self-occlusions, slow motions). S2 is more challenging
(multiple self-occlusions, fast motions).

9. Conclusion
We have developed a system that can track pose in real-
time using input from stereo cameras. A projection tech-
nique is derived to impose kinematic constraints on inde-
pendent multi-body motion estimated using an ICP-based
technique: we show that for small motions the multi-body
articulated motion space can be approximated by a linear
manifold estimated directly from the previous body pose.
An advantage of our approach is that the size of the system
involved in the body motion estimation is very small. The
approach provides a nice framework to enforce constraints
while preserving low-cost computation.

We also introduced a learning-based method to find a
non-linear model of valid body poses by training a SVM
on a collection of motion capture data. The SVM is used
during the tracking optimization to enforce the constraints
that poses belong to the space of valid body configurations.
SVMs trained on a collection of motion capture data pro-
vide a compact representation of valid body poses. The
experiments we carried out show that using linear (artic-
ulated) and non-linear (SVM) constraints together enables
robust and real-time tracking. The current system is accu-
rate enough to provide reliable input for gesture recognition
purposes as evidenced by [18].

In future work, we also plan to extend our approach to
learn a non-linear model of human body dynamics in addi-
tion to valid static configurations.
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Figure 4: Tracking results on a sequence of 135 images. The first row shows the original images. The second row shows
tracking results for tracking T1. The third row shows tracking results for T2. The second image of each row correspond
to frame 75, in which tracking T1 failed due probably to the self-occlusion caused by the pointing arm. Because it is more
constrained, tracking T2 succeeds in finding the correct body configuration.
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Figure 5: Decision function value f(Π) along the sequence shown above. When T1 starts loosing track (in frame 75 of the
sequence), f(Π) becomes negative and stays negative until the end of the sequence. It can also be noticed that f(Π) is not
always positive in the case of the tracking T2. This is due to the fact that the constrained optimization algorithm used in this
paper does not strictly enforce the constraints.
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