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Abstract

Facial motions produce not only facial feature points mo-
tions, but also subtle appearance changes such as wrinkles
and shading changes. These subtle changes are important
yet difficult issues for both analysis (tracking) and synthe-
sis (animation). Previous approaches were mostly based
on models learned from extensive training appearance ex-
amples. However, the space of all possible facial motion
appearance is huge. Thus, it is not feasible to collect sam-
ples covering all possible variations due to lighting condi-
tions, individualities, and head poses. Therefore, it is diffi-
cult to adapt such models to new conditions. In this paper,
we present an adaptive technique for analyzing subtle fa-
cial appearance changes. We propose a new ratio-image
based appearance feature, which is independent of a per-
son’s face albedo. This feature is used to track face appear-
ance variations based on exemplars. To adapt the exemplar
appearance model to new people and lighting conditions,
we develop an online EM-based algorithm. Experiments
show that the proposed method improves classification re-
sults in a facial expression recognition task, where a variety
of people and lighting conditions are involved.

1. Introduction
Many applications in human computer interaction demand
accurate human facial motion tracking (analysis) and realis-
tic animation (synthesis). In the past several decades, great
progress has been made in this research area. There are
mainly two types of approaches: geometric-feature-based
methods and appearance-based methods [1, 3, 8, 10, 11,
16, 21, 22]. Geometric-feature-based approaches model the
motions of salient facial points to infer the deformation of
a facial surface. The deformation of featureless areas is de-
cided by interpolation. However, facial motions also exhibit
detailed appearance changes such as wrinkles and creases
as well. These details are important visual cues but they are
difficult to analyze and synthesize using geometric-feature-
based approaches. Appearance-based approaches try to deal
with this problem by using all face image pixel. To reduce

the high dimensionality of the appearance space, subspace
analysis techniques such as Principal Component Analysis
(PCA) [14], are used to find low dimensional approxima-
tion of the space. To enhance certain features (e.g., edges),
face images can be processed by filtering before extracting
appearance-based features. However, the space of all face
appearance is huge, affected by the variations across dif-
ferent head poses, individuals, lighting, expressions, speech
and etc. Thus it is difficult for appearance-based methods
to collect enough face appearance data and train a model
that works robustly in many different scenarios. In this
respect, the geometric-feature-based methods are more ro-
bust to large head motions, changes of lighting and are less
person-dependent.

To combine the advantages of both approaches, people
have been investigating methods of using both geometry
(shape) and appearance (texture) in face analysis and syn-
thesis. The Active Appearance Model (AAM) [7] and its
variants, apply PCA to model both the shape variations of
image patches and their texture variations. They have been
shown to be powerful tools for face alignment, recognition,
and synthesis. Blanz and Vetter [4] derived similar models
for 3D faces modelling. In facial expression classification,
Tian et al. [24] and Zhang et al. [28] proposed to train clas-
sifiers (e.g. neural networks) using both shape and texture
features. The trained classifiers were shown to outperform
classifiers using shape or texture features only. In these ap-
proaches, some variations of texture are absorbed by shape
variation models. However, the potential texture space can
still be huge because many other variations are not modelled
by shape model. Moreover, little has been done to adapt the
learned models to new conditions. As a result, the appli-
cation of these methods are limited to conditions similar to
those of training data.

In this paper, we present a new technique to capture sub-
tle facial motions in 3D non-rigid face tracking. We pro-
pose a ratio-image based appearance feature to remove its
dependency on people’s facial surface albedos. Therefore,
the appearance feature is less person-dependent because fa-
cial surface albedos usually contain person-dependent de-
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tails such as facial hair, permanent wrinkles, freckles, scars
and etc. This property helps to adapt corresponding appear-
ance models to new people. Based on the proposed appear-
ance feature, face texture variations due to facial motion are
modelled using exemplars. To adapt the appearance models
for new people and lighting conditions, we develop an on-
line EM-based algorithm. In our experiments, a facial ex-
pression classification task is used to evaluate the efficacy
of the proposed method. The results show the proposed ap-
proach improves classification results and can be adapted to
different subjects and lighting conditions.

The remainder of this paper is organized as follows. We
describe the related work in Section 2. Then we present our
approach from Section 3 to Section 6. Experimental results
are presented in Section 7. Finally, we conclude our paper
and discuss future work in Section 8.

2. Related Work

Recently, people proposed to use texture to improve 3D
face tracking. La Cascia et al. [5] modelled the face with
a texture-mapped cylinder. 3D rigid face tracking was for-
mulated as a texture image registration problem. Pighin et
al. [18] and Revert et al. [20] estimated facial deformation
based on the discrepancy between a target face image and
the image synthesized from reference face texture images.
A linear combination of a set of reference texture images
was used to cope with the texture variations. However, the
set of reference texture images should be of the same per-
son and in the same lighting condition. Moreover, they
were computationally expensive because all image pixels
are used in optimization.

Because the appearance of facial motions has large vari-
ations due to many factors, such as poses, people and light-
ing conditions, it has been a difficult problem to adapt ap-
pearance models of facials motions. Recently, Jepson et
al. [13] proposed an online appearance model which could
be adapted to temporal facial appearance variations. How-
ever, only current stable model of facial appearance was
learned and the non-rigid facial motions were not inter-
preted by the model. Liu et al. [16] used the ratio image
technique to map one person’s facial expression details to
other people’s faces. One essential property of the ratio
image is that it removes dependency on faces’ reflectance
property.

An analogy of this adaptation problem in speech recog-
nition domain is speaker adaptation. A good survey can
be found in [27]. One type of approach, called Maximum
Likelihood Linear Regression (MLLR) [12], is to linearly
transform the parameters of a speaker-independent model
such that the likelihood of the adaptation data of a particu-
lar person is maximized.

This paper describes a method for analyzing subtle fa-

cial motion in 3D non-rigid face tracking. It is inspired
by the advantages of methods combining geometry and ap-
pearance, and the recent advances in adaption algorithms.
The key contributions include: (1) a new appearance fea-
ture which is independent of a face’s reflectance property;
(2) an online adaption algorithm to progressively adapt the
appearance model to new conditions.

3. Framework Overview
3.1. Facial Motion Formulation
Human face can be modelled as a 3D textured geometric
model. An input face image can be aligned to a parametric
3D face surface S(s, t) and warped to a reference plane to
extract texture map I(u, v), where (s, t), (u, v) are the coor-
dinate systems of the parametric face surface and the texture
plane respectively. The facial motion can be defined as a
signal d(u, v) over the texture plane (u, v), which is the 3D
displacement of facial surface point at (u, v). Geometric-
feature-based face tracking methods sample d(u, v) at the
places of facial salient points. Because each salient point
needs a textured local support region for robust motion esti-
mation and a human face contains poorly textured area, the
number of samples is limited. Thus aliasing is unavoidable.
To analyze the subtle motions in d(u, v), we can decompose
d(u, v) as

d(u, v) = dL(u, v) + dH(u, v) (1)

where dL(u, v) is the low frequency component which
can be analyzed by geometric-feature-based methods. The
residual dH(u, v) contains subtle facial motion which are
important visual cues. In this paper, dL(u, v) is referred as
geometric deformation. Its variation can be modelled us-
ing subspace techniques such as PCA [20] or customized
“Action Units” [11, 21]. Because it is difficult to measure
dH(u, v) directly, the related texture I(u, v) is usually used
for analysis instead. Moreover, we believe dH(u, v) ex-
hibits larger variation than dL(u, v) across different individ-
uals and lighting conditions. Thus a good low-dimensional
subspace approximation of dH(u, v) variation may be diffi-
cult. Nevertheless, facial motions exhibit common semantic
exemplars such as typical expressions and visemes, which
makes it meaningful to use exemplar-based approach such
as [25].

3.2. Framework Overview
Given a face video, we use a geometric-feature-based
method [21] to estimate 3D geometric deformation
dL(u, v). A 3D face mesh model is aligned with the first
face image using interactively selected facial points. Facial
geometric deformation is approximated by a linear combi-
nation of 12 “Action Units” (AUs): �V = L�p, where �V is
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(a) (b) (c)

Figure 1: (a): input video frame; (b): snapshot of the geometric
tracking system. (c): extracted texture map

the geometric deformation, L is a matrix containing AU ba-
sis vectors, and �p is the coefficient vector of the AUs. �p is
used as the geometric feature for facial deformation. The
facial deformation observed in image plane can be repre-
sented by �V2D = P(R(�V0 + L�p) + �T ), where P is the
projection matrix, R is the 3D rotation matrix, and �T is
the translation. The camera parameters in P are known in
our implementation. The inter-frame projected facial mo-
tion can be approximated by the derivative of �V2D with re-
spect to the unknown parameters of R, �T and �p. The deriva-
tive is linearized as in [21], which can be solved by least
square method. We estimate the inter-frame motion using
template-matching based optical flow. Fig. 1(b) shows a
snapshot of the geometric tracking system, where a yellow
mesh is used to visualize the geometric motions of the face.
The input video frame is shown in Fig 1(a).

The geometric deformation parameters determine the
registration of each image frame to the face texture map.
Thus we can derive a sequence of face texture maps, which
are independent of geometric motion dL(u, v). Fig. 1(c)
shows the extracted texture map. From the texture maps,
we extract appearance-based features described in section 4.
These features are designed for subtle details of facial ex-
pression and independent of people’s face surface albeo.
We then use the appearance features, together with shape
features, to analyze face appearance variations based on se-
mantically meaningful exemplars.

To extend a trained appearance-based exemplar model
to new conditions, an online EM-based algorithm is used to
update the exemplar model progressively.

4. Ratio-image-based Appearance
Feature

4.1. Ratio image

We assume faces are Lambertian. Let �n(u, v), ρ(u, v) de-
note the normal and albedo of a face surface point at tex-
ture plane (u, v). Let L denote the distant lighting distribu-
tion. The irradiance on the face is then a function of �n(u, v),
given by an integral over the upper hemisphere Ω(�n(u, v))

at �n(u, v).

E(u, v) =
∫

Ω(�n(u,v))

L(ω)(�n(u, v) · ω)dω (2)

The intensity of the neutral face point p at (u, v) is
I(u, v) = ρ(u, v)E(u, v). After the face surface is de-
formed, the intensity of p is I ′(u, v) = ρ(u, v)E′(u, v). We
denote

�(u, v) =
I ′(u, v)
I(u, v)

=
E′(u, v)
E(u, v)

(3)

It can be observed that �(u, v), called the ratio image, is
independent of surface reflectance property ρ(u, v) [16].
Therefore, �(u, v) can be used to characterize facial mo-
tions of faces with different albedos.

4.2. Feature extraction
To use �(u, v) in face tracking, more compact features need
to be extracted from the high dimensional ratio image. First,
as explained by Section 3.1, low frequency variation of fa-
cial motion could be captured by geometric-feature-based
methods. Thus we extract features from �(u, v) in fre-
quency domain and use the high frequency components as
the features for dH(u, v). Second, past studies on facial mo-
tions [28, 24] have shown that there are certain facial areas
where high frequency appearance changes are more likely
to occur and thus suitable for texture feature extraction.
We apply this domain knowledge in our feature extraction.
However, because of noise in tracking and individual vari-
ation, it is difficult to locate these locations automatically
with enough precision. Therefore, we extract the texture-
based features in facial regions instead of points, and then
use the weighted average as the final feature. Eleven re-
gions are defined on the geometric-motion-free texture map.
These eleven regions are highlighted on the texture map in
Fig. 2. Note that these regions can be considered constant
in the automatically extracted texture map, where the facial
feature points are aligned by geometric tracking.

Figure 2: Selected facial regions for feature extraction

Gabor wavelets are used to extract the appearance
changes as a set of multi-scale and multi-orientation coeffi-
cients. In our implementation, we use two spatial frequency
scales with wavelength of 5 and 8 pixels, and 6 orientations
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at each scale. Thus for each point, we have 2 × 6 = 12 Ga-
bor wavelets coefficients. We choose to compute the Gabor
wavelets coefficients of the logarithm of �(u, v), denoted
by Z(u, v). Based on equation (3) and the linearity prop-
erty of Gabor transform, we have

Z(u, v) = G(log(�(u, v)))
= G(log(I ′(u, v))) − G(log(I(u, v))) (4)

where function G denotes a Gabor transform as in [24, 28].
We impose a positive lower bound on pixel values in texture
I ′ and I to avoid singular situations. In our approach, only
the magnitudes of Gabor transform results are used because
the phases are very sensitive to noise in positions. Then we
note that if Z(u, v) < 0, it means the neutral face texture
I contains more high frequency components than the de-
formed face texture I ′. It could be caused by one of the fol-
lowing reasons: (1) the misalignment of I ′ and I; (2) high
gradient of log(I) due to low intensities of I; (3) flatten-
ing of wrinkles and creases on neutral face during motion.
Scenarios (1) and (2) should be considered as noise, and (3)
rarely happens in common human facial motions. Thus we
discard negative values of Z(u, v).

In practice, we need to account for the foreshortening ef-
fect of the texture projection. For a 3D face surface patch,
the larger its visible area in input image, the higher confi-
dence we should have on the extracted features of the cor-
responding texture patch. To this end, we construct a confi-
dence map κ(u, v) following [5], which is based on the ra-
tio of each 3D surface patch’s projected area in the texture
plane and its area in the input image. For each facial motion
region q (q = 1...11), we compute a confidence coefficient
cq as the average of the κ(u, v) in this region. The result-
ing confidence coefficients are used to weight the features
in tracking described in Section 5.

�(u, v) contains noise due to misalignment of I ′ and
I . To reduce the influences of noise on the appearance
feature, we construct another weight map w(u, v), which
tries to give large weight for features in deformed area and
small weight for features in un-deformed area. We define
w(u, v) = 1 − corr(u, v) in similar spirit as [16], where
corr(u, v) is the normalized cross correlation coefficient
between two patches centered at (u, v) from G(log(I ′))
and G(log(I)). The idea is that high frequency compo-
nents of log(I ′) and log(I) should be close for un-deformed
area, since I ′ and I are roughly aligned by geometric-
feature-based tracking. We use w(u, v) to compute the
weighted average of Gabor wavelets coefficients in the 11
selected regions, resulting 11 appearance feature vectors of
12-dimension.

4.3. Influences of lighting
Under the assumptions of Lambertian faces, distant illumi-
nation and ignoring cast shadows, the proposed appearance

features are not sensitive to changes of lighting conditions.
According to [2, 19], the irradiance can be represented by
a linear combination of spherical harmonic basis function.
For Lambertian surfaces, only the first 2 orders of the basis
functions (9 basis) are needed to approximate the irradiance,
that is

E(u, v) ≈
∑

l≤2,−l≤m≤ l

Âl Llm Ylm(�n(u, v)) (5)

where Âl is a constant, Llm is a coefficient decided by light-
ing, and Ylm is the spherical harmonic basis function. As-
suming that neutral face and the deformed face are in the
same lighting condition, we have

�(u, v) =
E′(u, v)
E(u, v)

≈
∑

l≤2,−l≤m≤ l Âl Llm Ylm(�n′(u, v))∑
l≤2,−l≤m≤ l Âl Llm Ylm(�n(u, v))

(6)

The high frequency facial motion dH(u, v) can produce
high frequency differences between �n′(u, v) and �n(u, v),
and therefore between Ylm(�n′(u, v)) and Ylm(�n(u, v)).
The irradiance E′(u, v) will contain a linear combination
of these high frequency differences weighted by the light-
ing coefficients. In other words, high frequency changes in
�(u, v) are due to dH(u, v), while lighting will only mod-
ulate them in low frequency. If the neutral face and the de-
formed face are in different lighting conditions, the neutral
face texture can be relit to the lighting of the deformed face
using face relighting technique in [26].

5. Exemplar-based Texture Tracking
To track the face appearance variation, we choose exem-
plars set Ξ = {xk, k = 1, ...,K}, which are semantically
meaningful such as face expressions or visemes. A texture
image is interpreted as a state variable X of the exemplars.
Unlike [25], these exemplars incur both shape and texture
changes. Let YS and YT denote the shape and texture fea-
tures respectively. The observation is Y = {YS , YT }. We
assume YS and YT are conditionally independent given X .
The observation likelihood is

p(Y |X) = p(YS , YT |X) = p(YS |X) p(YT |X) (7)

In addition, we assume the texture features in different fa-
cial motion regions are independent given X . Their log
likelihoods are weighted by confidence coefficients cq to ac-
count for foreshortening effect. That is

log p(YT |X) =
Q∑

q=1

cq log p(YTq
|X) (8)
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where Q is the number of facial motion regions (Q = 11).
p(YS |X) and p(YTq

|X) are modelled using Gaussian Mix-
ture Model (GMM), assuming diagonal covariance matri-
ces. The feature vectors are normalized by their magni-
tudes. If the neutral face is chosen as an exemplar, we assign
the likelihood using a neutral face classifier such as [23].

In this paper, we do not address the modelling of exem-
plar dynamics, i.e., we assume uniform conditional density
p(Xt|Xt−1). Techniques for modelling dynamics can be
found in [25]. Assuming uniform priors, we have pt(Xt) ∝
p(YSt

, YTt
|Xt). The exemplar tracking result can be dis-

played as X̂t = arg max pt(Xt).

6. Online EM-based Adaptation

A trained model for facial motion exemplars may work
poorly if it can not adapt to lighting changes, or differ-
ences in a new individual’s exemplars. Fast adaptation algo-
rithm is needed to avoid re-training the model from scratch.
Furthermore, it is tedious to collect and label new training
data for each new condition. Therefore, we propose to pro-
gressively update the model during tracking in an unsuper-
vised way. Because the geometric features are less person-
dependent and less sensitive to lighting changes, we assume
the geometric component of the initial exemplar model can
help to “confidently” track some new data samples. Then
the Expectation-Maximization (EM) framework [9] can be
applied to update the model parameters. At time t, the E-
step provides exemplar ownership probabilities defined as

ok,t(Yt) =
p(Yt|Xt = k)∑K

k=1 p(Yt|Xt = k)
(9)

where k is the index of the exemplars. In the M-step, the
model is adapted by computing new maximum likelihood
estimates of its parameters. Note that we only adapt the
texture part of the model because shape features are less
person-dependent and not sensitive to changes of lighting.

The idea of Maximum Likelihood Linear Regression
(MLLR) can be generalized to this adaptation problem,
where we estimate a linear transformation of the GMM
mean vectors to maximize the likelihood of new obser-
vations. However, conventional MLLR is not an online
method which requires multiple data samples for maximum
likelihood optimization. In the M-step of our online EM al-
gorithm, only one data sample is available at a time. Thus
we restrict the transformation of the GMM mean vectors to
be translation only. The M-step of our algorithm is then to
estimate ∆µq,k,t, which denotes the translation of the GMM
mean vectors from initial model, for the qth facial motion
region, the kth exemplar at time t. To weight the current
data sample appropriately against history, we consider the
data samples under an exponential envelope located at the

current time as in [13], Ft(j) = αe−(t−j)/τ , for j ≤ t.
Here, α = 1 − e−1/τ .

For the GMM model of certain q, k, t value, suppose the
GMM has M components: {N(µ1,Σ1), ..., N(µM ,ΣM )}.
Here the q, k, t subscripts are dropped for simplicity. Given
an adaptation data sample Y = {YS , YT }, the ML estimate
of the translation ∆µ can be computed by solving equa-
tion (10) according to [12]:

M∑
m=1

γmΣ−1
m YT µT

m =
M∑

m=1

γmΣ−1
m (µm + ∆µ)µT

m (10)

where γm is GMM component occupancy probability de-
fined as the probability that YT draws from the mth compo-
nent of the GMM given YT draws from this GMM. YT is the
texture feature of the current adaptation data. A closed-form
solution for equation (10) is feasible when Σm is diagonal.
The ith element of ∆µ can be computed as

∆µi =
∑M

m=1 γmσm,iYTi
− ∑M

m=1 γmσm,iµm,i∑M
m=1 γmσm,i

(11)

where σm,i is the ith diagonal element of Σ−1
m , and YTi

is
the ith element of YT .

The probability weighted average of the translation vec-
tor up to time t, for the kth exemplar of a certain facial
motion region is then

¯∆µk,t =
1

βk,t
(

t∑
j=−∞

Ft(j)ok,t(Yj)∆µk,j) (12)

where βk,t is a normalization factor defined as βk,t =∑t
j=−∞ Ft(j)ok,t(Yj), and ∆µk,j is computed using equa-

tion (11). Equation (12) can be rewritten in a recursive man-
ner as:

¯∆µk,t =
(1 − α)βk,t−1

¯∆µk,t−1 + α ok,t(Yt)∆µk,t

βk,t
(13)

where βk,t = (1 − α)βk,t−1 + α ok,t(Yt). Equations (11)
and (13) are applied to updated the translation vectors of
each facial motion region.

In an online EM algorithm, the training samples can not
be used iteratively for optimization. Thus, errors made by
the initial model may cause the adaptation method to be un-
stable. Note that the chosen exemplars are common seman-
tic symbols which have their intrinsic structure. Therefore,
when adapting the exemplar model to a particular person,
the translations of the mean vectors should be constrained
rather than random. For the exemplars model of a facial
motion region at time t, let ξ denote the translation vec-
tor constructed by concatenating the translations of all the
mean vectors, i.e., ξ = [∆µT

1 ...∆µT
K ]T , where K is the

number of exemplars. We impose the constraint that the
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vector ξ should lie in certain low dimensional subspaces.
To learn such a low dimensional subspace, we first learn
a person-independent exemplar model from exemplars of
many people. Then a person-dependent exemplar model is
learned for each person. We collect a training sample set
{ξ}, consisting of the translation vectors between the mean
vectors of person-independent model and person-dependent
models. Finally, PCA is applied on the set {ξ}. Principal or-
thogonal components which account for major variation in
set {ξ} are chosen to span a low dimensional subspace. A
translation vector can be projected to the learned subspace
by

a = WT (ξ − ξ̄) (14)

and the new constrained translation vector can be recon-
structed as

ξ̂ = W a + ξ̄ (15)

where W is the matrix consisting of principal components,
ξ̄ is the mean translation vector of the vectors in {ξ}.

In summary, the online EM-based adaptation algorithm
is as follows:

• E-step: compute exemplar ownership probabilities
ok,t(Yt) based on equations (7), (8) and (9).

• M-step: for the qth facial motion region, estimate the
translator vector ∆µq,k,t based on equations (11) and
(13). Then we construct the vector ξq,t and project it
using equation (14). Finally, the constrained estimate
of ξq,t is given by equation (15).

7. Experimental Results
We evaluate the efficacy of the proposed tracking method by
using the extracted features in a facial expression classifica-
tions task. The public available CMU Cohn-Kanade expres-
sion database [15] is used. From the database, we selected
47 subjects who has at least 4 coded expression sequences.
Overall the selected database contains 2981 frames. There
are 72% female, 28% male, 89% Euro-American, 9% Afro-
American, and 2% Asian. Several different lighting condi-
tions are present in the selected database. The image size of
all the data is 640 × 480. For the Cohn-Kanade database,
Tian and Bolle [23] achieved a high neutral face detec-
tion rate using geometric features only. That indicates the
database does not contain expressions with little geometric
motion yet large texture variation. Using geometric feature
only on the database, Cohen et al. [6] reported good recog-
nition results for happiness and surprise, but much more
confusion among anger, disgust, fear and sadness. In this
section, we present our experimental results showing the
proposed method improves the performance for these four
expressions.

We select seven exemplars including six expressions and
neutral. The six expressions are anger, disgust, fear, hap-
piness, sadness, and surprise. In our experiments, we first
assign neutral vs. non-neutral probability using a neutral
network similar to [23], which achieved a recognition rate
of 92.8% for neutral. For the remaining exemplars, we
use 4 components for each GMM model. The tracking re-
sults are used to perform facial expression classification as
X̂t = arg max pt(Xt). Although this classifier may not
be as good as more sophisticated classifiers such as those
in [1, 6, 10, 28], it can be used as a test-bed to measure the
relative performances of different features and the proposed
adaptation algorithm.

In the first experiment, we compare the classification
performances of using geometric feature only and using
both geometric and ratio-image-based appearance features.
We use 60% data of each person as training data and the
rest as test data. Thus it is a person-dependent test. The
recognition rates for the four easily confused expressions
are shown in table 1. It can be observed that appearance
features significantly improve results. For happiness and
surprise, the results of the two methods are close. It is con-
sistent with [6]. We choose to omit them due to space limit.

Expressions Anger Disgust Fear Sadness
Geo-only 74.8% 76.5% 65.6% 77.1%
Proposed 92.7% 85.7% 81.5% 90.5%

Table 1: Comparison of the proposed approach with geometric-
only method in person-dependent test.

In the second experiment, we compare the classification
performances of ratio-image based appearance feature and
non-ratio-image based appearance feature. The non-ratio-
image based feature does not consider the neutral face tex-
ture, and is computed as G(log(I ′(u, v))) instead of using
equation (4). To show the advantage of ratio-image based
feature in the ability to generalize to new people, the test
is done in a person-independent way. That is, all data of
one person is used as test data and the rest as training data.
This test is repeated 47 times, each time leaving a different
person out (leave one out cross validation). The person-
independent test is more challenging because the variations
between subjects are much larger than those within the same
subject. To factor out the influence of geometric feature,
only the appearance feature is used for recognition in this
experiment. The average recognition rates are shown in ta-
ble 2. We can see that ratio-image based feature outper-
forms non-ratio-image based feature significantly. For indi-
vidual subject, we found that the results of the two features
are close when the texture does not have much details. Oth-
erwise, ratio-image based feature is much better.

The third experiment again uses person-independent set-
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Expressions Anger Disgust Fear Sadness
ratio 37.0% 59.6% 35.7% 41.8%

non-ratio 24.7% 22.1% 24.4% 15.6%

Table 2: Comparison of the proposed appearance feature (ra-
tio) with non-ratio-image based appearance feature (non-ratio) in
person-independent recognition test.

ting and leave one out cross validation. For each test, we use
50% of the data of the test person as adaptation data and the
rest as test data. Without applying adaptation algorithm, we
first compare the performances of using geometric feature
only and using both geometric and ratio-image-based ap-
pearance features. The results are shown in the rows (a) and
(b) of table 3. It can be observed that improvement is less
significant than that in the first experiment. This is mainly
due to the individual variations in facial expressions. Then,
We test the performance of the proposed online EM-based
adaptation algorithm. Only the models of the four easily
confused expressions are adapted. In each test, we apply
PCA to the training data. The first 11 principal components
are selected which account for about 90% of total variations.
The adaptation is online and unsupervised, without using
the labels of the adaptation data. We choose α = 0.1 for
fast adaptation because the amount of the adaptation data is
limited. The recognition rates the adaptation are shown in
the row (d) of table 3. We can see the adaption algorithm
improves the recognition rates. For comparison, we also
show in the row (c) the recognition rates of adaptation with-
out the PCA subspace constraints. It can be seen that the
unconstrained adaptation can make the performance worse.

Expressions Anger Disgust Fear Sadness
a 66.6% 65.3% 60.8% 69.8%
b 70.7% 70.2% 64.6% 72.5%
c 75.3% 59.2% 64.0% 73.1%
d 77.9% 78.1% 67.7% 77.8%

Table 3: Comparison of different algorithms in person-
independent recognition test. (a): using geometric feature only,
(b:) using both geometric and ratio-image based appearance fea-
ture, (c): applying unconstrained adaptation, (d) applying con-
strained adaptation.

To test the proposed method under large 3D rigid mo-
tions and novel lighting conditions, we also collect two
video sequences of a subject who is not in the training
database. The frame size of the videos is 640 × 480. The
first video has 763 frames and contains substantial global
face translation and rotation. The second video has 435
frames and is taken under a lighting condition dramatically
different from the rest of data. We manually label the image
frames using the seven categories as the ground truth. Two
snapshots for each sequence are shown in Fig. 3 and 4. The

corresponding recognition results are also illustrated using
one of the training example. We compare the expression
recognition rates of the proposed method with geometric-
feature-only method. The overall average recognition rate
of our method is 71%, while the rate of the geometric-only
method is 59%. Part of the tracking results is visualized in
the accompanying videos. In the videos, the upper left of
the frame is the input video frame, the upper right is the ge-
ometric feature based tracking visualized by a yellow mesh.
The exemplar X̂t is shown on the bottom. We can observe
that our method can still track the texture variations when
there are large 3D motions, or under dramatically different
lighting conditions.

(a)

(b)

Figure 3: The results under different 3D poses. For both (a) and
(b): Left: cropped input frame. Middle: extracted texture map.
Right: recognized expression.

(a)

(b)

Figure 4: The results in a different lighting condition. For both
(a) and (b): Left: cropped input frame. Middle: extracted texture
map. Right: recognized expression.

8. Conclusions and Future Work
We have presented a method for analyzing subtle facial mo-
tion in 3D face tracking. We propose a ratio-image based
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feature for appearance variation due to subtle facial mo-
tions. Because this feature is independent of people’s face
albedos, it helps appearance model adapt to new people.
Using the proposed feature extracted from stabilized face
texture, we analyze subtle facial motion based on exem-
plars. An online EM-based algorithm is developed to adapt
the model parameters in new conditions. We demonstrated
the efficacy of our method in facial expression classification
experiments where a variety of people and lighting condi-
tions are involved.

We are planning to incorporate dynamics models in our
method following [25]. Dynamics model would improve
the temporal behavior of our method and the capability of
the adaptation algorithm. The correlation between shape
and texture features will be investigated for better fusion
method. We are also planning to extend our method to
model the appearance of oral cavity, which is important for
lip-reading applications. Additional appearance features,
such as those based on DCT [17] may be incorporated to
model the novel texture inside the mouth.
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