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Contributions

Joint Feature Distributions (JFD’s)— a general probabilistic frame|
work for inter-image feature matching.
e JFD’s arejoint probability distributions of positions of correspondin
featuresacross several images.
e Probabilistic conditioningon observed feature positions gives con
tional distributions for their correspondents in other images

= tight probabilistic correspondence-search regions.
e JFD’s areprobabilistic characterizations of populations of training fe
tures not rigid geometric constraints — given suitable parametric for
they can model geometric constraints, non-rigid motion, distortion...

Simplest exampleGaussian-like JFD modelshat generalize & prob-
abilize affine & projective multi-image matching constraints.

e Unlike matching constraintsGaussian JFD correspondence mode
are stable & accurate even for degenerate geometries

— no model selection is neededf{ epipolarvs homographic for small
translations, near-planar scenes...)

— Gaussian JFD’s can be viewed as algebraic variantBagksian

model averaging over geometric matching constraints

e Many other parametric forms are possibéeg for clustered data us
mixtures of Gaussian subpopulation JFD’s...
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[Joint Feature Distributions |

e Given a population of 3D featurdsand probabilistic projection modetgx; | f) for their

imagesxy, ..., X, , the Joint Feature Distribution (JFD) of the image features is:
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e Even if the 3D populatiorp(f) is broad,the JFD remains highly correlated- it still

encodes precise location information from the feature projecfi¢rs| f).

e The JFD can be estimated and used as a matching teslits conditional distributions

(CFD's) p(X1 | X2, -.., X, ) define probabilistic corrgg@ndence search regions.
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|Numerica| Experiments — Epipolar JFD search regio

forwards motion, shallow scene, reweighted

circle & fixate, shallow scene, reweighted

The 2 image “epipolar” JFD is especially simple & effective —|it
should become a standard matching model. Estimation algorithm — “epipolar” JFD model |
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Z_ 3 image JFD models with the index Strucmre of matCh"_"g cpn e Uses homogeneous representation of Gaussians — see paper for details. 10e6 F f\hnllvdds ddeep a\gebra;]cI —
straints are also useful. More general ones exist but are less efficient, i ;ga‘;‘gm
For good results near epipoles use statistically-based error weig' ng As in linear fundamental matrix estimation, build data matixwith columnsl 1065 - rot+fix deep reweight
— as in matching constraints, algebraic weighting underweights € ors| (Lz,y,2',y,2z’,zy’,yz’, yy’)” — the tensor product of the homogeneous coordingtes »-rm:‘fha”ow reweight ==
near epipoles. J of the tralmpg corre.spondences. . 10e4 i
Regularize and inveft x 9 homogeneous scatter matridd M™ to get thehomoge- A ‘3\"-?@}
neous information(inverse covariance) of the Gaussian JFD mottél= (MM"+¢). 10e3 ,"'f ™ o e “:‘:_'- X
To condition on an observed featwetreat W as a tensoiVap 45 and contract 1%?3‘*“*% ""-"'-:'m
|Ana|ogies between JFD’s and Matching Tenson1s againsi X to get the3 x 3 homogeneous informatioh of the conditional distribution \ 10e2 e g .
for X/, the correspondentof Ay = Wap arpr XA xB ' ’
Entity Matching Constraint Approach |Joint Distribution Approach | [ For more accurate results near epipoles, use a more statistically accurate error Weight / \ 10e1
3D camera geometnCamera projection mapping, m&onditional feature projection dib- ing: A — pAwith i ~ 1/(A1; + Agz) (see paper). \ 0 2 4 _6 8 ) 1
tricesP;: f — x; = P, f tributionsp(x; | £) error (standard deviations from prediction)
Image signature gMulti-image matching tensofdoint  Feature  Distributiors Other affine & perspective Gaussian JFD models are similar: B e e
came:ra geometty | Tij. .k p(x, 2 S Combine training coordinates into direct sum (affine case) or tensor product (perspective | 9 P I"
Inter-image featurgTensor based feature transfer~ | Conditional Feature Distributions case) “joint image” vectors, and estimate a Gaussian-like scatter model for the vectors. e A newway to view multi-image geometric matching constraints, gives the theor
transf_er Tij...k 'Y_' oz _ _ p(x]y, o 2 Condition on given measurements to find Gaussian-like search regions for their corretation for the tensored-Gaussian JFD approach.
Inter-image _ featurgGeometric matching constralTBrobablllty that features core-  gpongents in other images — cdfithing uses Schur complement (affine model), tensor o In tensor product representations, matching constraints become linear — reg
correspondence | Tij kX ... -Z = 0 spondp(X, ...,2), O p(X|Y,..2) contraction (perspective model). & image entities by theiWerones& Segg varieties from algebraic geometry.

Scene reconstructieray intersection, tensor-based

construction

reesterior 3D feature probability
p(f[x....2)

e To probabilize “lines-thwugh-point” matching constraints (homographic, trifocal...), use
dual scatter matrices$o represent “uniform distributions of lines” through the given point.
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