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Abstract

We propose a level set formulation for registration and seg-
mentation with a shape prior. Registration of a prior contour
on the image is expressed as the problem of estimating an
affine transform minimizing a global region-based criterion.
This registration is furthermore constrained using the avail-
able estimated inter-frame velocity field. We show that such
a scheme yields consistent registration when only partial in-
formation about the shape to be registered is available. The
segmentation step is then formulated through front propaga-
tion, constrained with the registered shape prior. The same
region based criterion is used both for the registration and the
segmentation step. The proposed approach is then specifi-
cally adapted for the segmentation of the cardiac muscle in
echographic sequences. Encouraging experimental results
obtained in two full echocardiographic sequences show that
the proposed approach provides consistent results in terms
of segmentation and stability through the cardiac cycle.

1 Introduction

Segmentation and tracking of moving tissues are of major
interest in cardiac image processing. Recent advances in the
field of echographic equipment enable acquisitions at very
high frame rates, ranging from 150 to 350 frames per second
(fps) (rates of 60 to 80 fps are common in clinical practice).
In such conditions, it is possible to perform reliable estima-
tion of the local axial tissue velocity. From this estimate,
mechanical properties of the tissue, such as strain and strain
rate, can be derived [5]. Their evolution through the cardiac
cycle is a source of valuable information for the assessment
of the myocardial viability. This task requires tracking re-
gions of interest in the muscle, and it is currently performed
manually by the cardiologist. In this context, the present pa-
per addresses automatic segmentation of the cardiac muscle
in echographic sequences, as a first step to muscle tracking.
Our goal is to use the same kind of data as is available to
the cardiologist (see fig. 1), that is the envelope (the usually
displayed grayscale image) and the axial velocity field.

Due to attenuation, speckle noise and distortions related to
the polar geometry of the acquisition, ultrasound images are

known to be of a relatively poor quality [14], as compared to
other medical imaging modalities. Moreover, cardiac struc-
tures do not always appear as separated and delimited objects
in the echocardiographic image; during one acquisition, they
may change topology, or even quit the probe’s field of view.

The desire to develop a flexible method able to handle
topology changes and adapted to a wide range of echocardio-
graphic views motivated our choice of the level set represen-
tation. Although level sets have many advantages (natural
handling of topology changes, ease to put in practice)[18],
they are also very sensitive to noise. Therefore, we introduce
prior information of two types, in two consecutive steps of
processing:

1 motion prior; the affine model for the inter-frame mo-
tion is introduced in a registration step, and the model is
further constrained by the estimated displacement data,

2 shape and position prior; the evolving level set is
compelled to stay close to the previously registered con-
tour in the segmentation step.

In both steps, the evolution of the contour is driven by
a statistical region-based term. This region-based evolution
term is directly inspired by the pioneering work of Zhu and
Yuille [26], extensively used since then in the field of level
sets [20, 23, 3].

The use of a prior in the level set framework has recently
been proposed by several investigators [13, 24, 12, 22], and
an affine motion of the prior shape was used in [4]. As op-
posed to most of these studies, in our approach the shape
prior is not constructed from a training set, but extracted
from the available data. This is motivated by the high vari-
ability of shapes and positions observed in different acqui-
sitions of echographic cardiac data. In contrast to [4, 22],
the registration of the prior shape is directly guided by the
data, not by the evolving contour. The data-based registra-
tion framework which we developed can be compared to the
one described in [25].

In our algorithm registration and segmentation are per-
formed in two separate, consecutive steps. This allows us to
use the registered contour not only as shape, but also as po-
sition prior, which has the advantage of preventing the level
set from falling into local minima. In this sense, the idea



Figure 1: Example of the processed data: envelope images
(a, c) and axial velocity fields (b, d). Sequence (a, b) was
acquired at 145 fps, and sequence (c, d) at 322 fps

is close to the approach described in [14], which obtained
the prior shape and position by segmenting the subsampled
echocardiographic image.

In a closely related work, [19] introduced an affine model
for the segmentation of video sequences. The transform pa-
rameters were estimated based on an optical flow constraint,
and used as one of the terms driving the evolution of the level
set. In contrast to this approach, we use the affine model as a
mean to limit the number of degrees of freedom of the con-
tour, and the transform parameters are estimated based on
statistical region properties in a single frame. In this frame-
work, the motion field obtained by any mean (e.g. optical
flow) can be used as an additional prior on the affine trans-
form.

Related work in the field of echographic cardiac image
segmentation include an active contour guided by optical
flow [15], spatio-temporal feature detection [17] and mul-
tiresolution texture segmentation [2]. The use of velocity
information estimated by Doppler Tissue Imaging has been
proposed to constrain segmentation [21, 16]. Similarly to
the two last studies, we use the axial velocity information to
constrain registration. Only recently first attempts to employ
level sets for echocardiographic segmentation have been de-
scribed. Proposed techniques include shape priors [4], robust
3D segmentation [1] and a multi-scale level set framework
[14].

In the scope of the present work, we segment sequences
acquired in the apical four chamber view. Fig. 1 presents
one frame extracted from each of the processed acquisitions,
along with the estimated axial (i.e. vertical in the image)
velocity field. The septum (S) has been indicated in the en-
velope image, as well as the left and the right ventricles (LV
and RV). The upper and lower limits of the septum are not
clear, since on one side (the upper one on the figure) it is
connected to the heart’s apex and drowned in the near field
of the ultrasound probe, while on the other side it is con-
nected to the valves and the wall between the atria. It seems
obvious that additional or a priori knowledge is necessary to
correctly identify and track the muscle.

2 The level set framework

We use the now classical formulation of the level sets, where
the closed evolving curve Γ

[Γ : [0, 1] 7→ <2, s 7→ p = Γ(s)] (1)

is embedded as the zero level set of a higher dimension em-
bedding function, u(p):

u(p) =





0 , p ∈ Γ

−D(p, Γ) , p ∈ Ωin

+D(p, Γ) , p ∈ Ωout

(2)

Ω = Ωin ∪ Ωout is the image domain, and D(p, Γ) is the
minimum Euclidean distance between the pixel p = (x, y)
and the curve Γ. Suppose that the curve Γ evolves in its
inward normal direction N according to a scalar function:

dΓ(s, t)

dt
= F (Γ(s, t), t)N(Γ(s, t)) (3)

It has been proven [18] that u has to evolve according to
equation:

du(p, t)

dt
= −F (p, t)|∇u(p, t)| (4)

Over the last years, statistical region information has been
extensively considered as an alternative to boundary infor-
mation in segmentation of noisy data [20, 3]. Let Pin(I(p)),
Pout(I(p)) be the probability density functions (PDF) of ob-
serving the value I(p) at pixel p, in the inside and outside of
the object, respectively. The problem of finding a partition
of the image which maximizes the posterior probability is
equivalent to finding the configuration (Ωin, Ωout) that min-
imizes the following cost functional:

E(Γ) = −

∫∫

Ωin

log Pin(I)dω −

∫∫

Ωout

log Pout(I)dω

(5)
In order for the curve to evolve in the direction which mini-
mizes the cost (gradient descent scheme), the evolution of Γ
has to follow the equation [26]:

dΓ

dt
= − log

Pin(I)

Pout(I)
N (6)

This evolution of the curve will be subsequently called un-
constrained evolution, and we define δ = log Pin(I)

Pout(I)N .
In the scope of the present work, region terms based on

two different PDF are used: the Gaussian and the Rayleigh
PDF.

3 Affine registration of a prior shape

The issue of extracting a prior shape roughly capturing the
shape of the segmented object will be addressed in section
Results in echographic data. At present, we suppose that



such a prior shape is available, and that it is positioned in
the vicinity of the object. The prior shape Γπ is embedded
as the zero level set of the signed distance map uπ, and (Γπ

0 ,
uπ

0 ) describe its initial position.
We now address the problem of positioning the prior shape

on the object within the affine registration framework, in the
sense of minimizing the posterior segmentation probability.
In 2D, the affine transformation parameters are: the 2 × 2
matrix M which defines rotation, shear and scale, and the
2-component translation vector T . The affine transform of
any point p is then defined as follows (all treated vectors are
column vectors):

p′ = Mp + T (7)

We propose to perform registration by computing the affine
transform (M̂ , T̂ ) which provides the evolution the closest to
the unconstrained one (as given by eq. 6), in the least square
sense. Such a transform is thus the solution minimizing:

FM,T =

∫

Γπ

∣∣v(p) + δ(p)
∣∣2ds (8)

where v(p) = (vx, vy) = dp
dt is the displacement of point p

of the contour (or of its interior Ωin) induced by the affine
transform, and the positive sign (+) results from the negative
in eq. 6.

If one considers the affine motion of the interface in each
iteration as stationary (i.e. the motion field does not depend
on time t), and also supposing without loss of generality that
the time step in each iteration is 1, the motion field at each
point p expresses as follows:

v(p) = (M − I)p + T (9)

where I is the identity matrix. The functional FM,T can be
rewritten as follows:

FM,T =

∫

Γπ

∣∣(M − I)p + T + δ(p)
∣∣2ds (10)

The minimum of this functional corresponds to the zeros of
its derivatives w.r.t. the motion parameters. After some cal-
culation one obtains the following expressions of the trans-
form parameters:

{
M̂ = −I−1

Γ IΓδ + I

T̂ = −(M̂ − I)GΓ − δ
Γ (11)

Figure 2: Affine registration of a contour on a synthetic im-
age with Rayleigh statistics

where GΓ = (xΓ
g , yΓ

g ) is the centroid of the contour and IΓ

its centered inertia matrix, δ
Γ

= (δx, δy) is the average of δ

over the contour and the matrix IΓδ is defined as follows

IΓδ =

∫

Γπ

(
(x − xΓ

g )(δx − δx) (y − yΓ
g )(δx − δx)

(x − xΓ
g )(δy − δy) (y − yΓ

g )(δy − δy)

)
ds

(12)
These expressions are relatively simple and convenient for
numerical implementation. Moreover, registration in this
formulation does not require tuning of any weighting terms.

The affine registration problem is solved iteratively, un-
til convergence. In order not to cumulate distortions of the
contour due to numerical imprecisions, in each iteration the
contour is transformed from its initial position (Γπ

0 , uπ
0 ) by

a cumulated affine transform. The cumulated terms of the
transform in iteration i (M (i)

c , T
(i)
c ) express as follows:

{
M

(i)
c = M (i)M

(i−1)
c

T
(i)
c = M (i)T

(i−1)
c + T (i)

(13)

where (M (i), T (i)) are the transform parameters estimated
at iteration i, and the initial cumulated values are M

(0)
c = I

(the identity matrix) and T
(0)
c = 0 (the null vector).

Figure 2 illustrates the performance of the algorithm on a
synthetic image, whose statistics mimic the Rayleigh distri-
butions of an echographic image. Initial position, two inter-
mediate stages and the solution at convergence are shown.

3.1 Rigid registration

For the sake of echocardiographic data processing, we pro-
pose to further reduce the number of degrees of freedom of
the model by introducing the rigid transform, performed in
two consecutive steps: translation, and then rotation. As
compared to affine registration, the rigid one is faster and
less sensitive to noise, provided the motion to be recovered
is approximately rigid.

If only translation is considered, the transform matrix M̂

equals I (identity), and the resulting translation vector T̂ is
immediate from eq. 11:

T̂ = −δ
Γ

(14)

Considering pure rotation, the displacement writes:

v(p) = (R − I)p + TG (15)

where R is the rotation matrix about the angle θ:

R =

(
cos θ sin θ

− sin θ cos θ

)
(16)

and the vector TG is such that the motion of the centroid GΓ

is null: TG = −(R− I)GΓ. Replacing in the cost functional
(eq. 10) matrix M with the rotation matrix R, and deriving
w.r.t. the motion parameter θ one obtains:

tan θ̂ =

∫
Γ

(
x∗(δx − x∗) − x∗(δy − y∗)

)
ds∫

Γ

(
x∗(δx − x∗) + y∗(δy − y∗)

)
ds

(17)



where p∗ = (x∗, y∗) denotes the position of point p in the
coordinates of the centroid: p∗ = p − GΓ.

3.2 Prior displacement term

We now suppose the existence of an estimate of the dis-
placement between the initial position of the contour Γπ

0 and
the object to be segmented. This term expresses as a field
η = (ηx, ηy), defined over the entire image domain Ω and
having meaningful values (w.r.t. the object motion) in the
initial interior of Γπ

0 . This field could for example be ob-
tained from a velocity estimation in a video sequence.

We propose to constrain the registration transform, so
that it provides an inter-frame displacement close to η. We
introduce this constraint into the cost functional (eq. 8)
through a least square condition, with an anisotropic weight
α = (αx, αy). The use of such a weight is motivated by
the specificity of the ultrasound data, where acquisition and
image properties in the two directions (axial and lateral) are
fundamentally different.

The new functional is therefore formulated, with the ad-
ditional displacement term calculated over the interior Ωπ

in,
yielding the general expression:

FM,T =

∫∫

Ωπ

in

(
αx(vx − ηx)2 + αy(vy − ηy)2

)
dω+

∫

Γπ

(
(1 − αx)(vx + δx)2 + (1 − αy)(vy + δy)2

)
ds

(18)

In the general case, the expression of the affine transform
is quite complex and it is presented in the Appendix. In
the current work, we use the displacement information only
within the translation step, where the new translation vector
writes as follows:

{
Tx = γ−1

x

(
Sαxηx

Ω − L(1− αx)δ
Γ

x

)

Ty = γ−1
y

(
Sαyηy

Ω − L(1 − αy)δ
Γ

y

) (19)

with {
γx = (1 − αx)L + αxS

γy = (1 − αy)L + αyS

ηΩ = (ηΩ
x , ηΩ

y ) is the average of the term η(p) calculated
over the inside of the contour, and S is the area inside of the
contour Γπ.

In order to use ηΩ within an iterative scheme, its expres-
sion has to be updated at each iteration i of the registration
process. Indeed, this term is relative to the initial position
of the contour Γπ

0 , and not to the position computed at the
current iteration. In the case of translation, the updated dis-
placement term η̃Ω(i) at iteration i expresses as follows:

η̃Ω(i) = η
Ω(i)
0 − T (i−1)

c (20)

where η0 is the value of the average estimated inside the ini-
tial position of the contour.

Figure 3: Rigid registration in a synthetic sequence with
prior displacement term (see text)

To validate the framework, a synthetic sequence was con-
structed, where the object of interest was subject to transla-
tion and rotation. Fig. 3a,b show the positions of the object
in frame 1 and in frame 2. To simulate the difficult condi-
tions of an echographic image, a spurious shape was added
in the vicinity of the object, and the obtained grayscale im-
ages are shown in fig. 3c,d. The axial displacement field was
then calculated from the affine motion parameters used for
the simulation (fig. 3e).

The registered position of the contour in frame 1 is shown
in fig. 3f, and it is used as initial position for registration
in frame 2. Fig. 3g,h present the result at convergence of
rigid registration in frame 2, respectively with and without
the axial displacement field introduced as prior. It is clear
that in the presence of multiple objects, the prior displace-
ment enables to correctly position the contour on the object
of interest.

3.3 Application to echographic data

As indicated previously, rigid registration was used when
processing echocardiographic data. Due to the specificity
of the echographic image acquisition, only the axial veloc-
ities are currently available [5]. As a consequence, solely
axial velocity information was introduced through the prior
displacement term ηy, by setting α = (0, 1). Registration
was performed on the non log-compressed envelope image,
which is known to have Rayleigh statistics [10].

4 Segmentation

Let u(p) be the evolving embedding function with its zero
level set Γ. During the segmentation process, the registered
prior shape (uπ, Γπ) is used to constraint the motion of the
zero level set. Given that uπ(p) defines the minimum Eu-
clidean distance between the point p and Γπ, the quadratic
attraction term acting on Γ is formulated as follows:

χπ(p ∈ Γ) =





0 , uπ(p) = 0

+
(
uπ(p)

)2
, uπ(p) > 0

−
(
uπ(p)

)2
, uπ(p) < 0

(21)



One problem often encountered in segmentation of echocar-
diographic images is the attraction of the model by irrele-
vant structures, leading to completely erroneous solutions.
The quadratic function, which allows relatively free motion
of the contour in the vicinity of the prior shape while forbid-
ding important amplitudes of motion, aims at reducing this
effect.

A similar quadratic attraction term is introduced when
segmenting temporal sequences of images, to ensure con-
tinuity between consecutive frames. Let {uτ}, τ = 0...N be
the sequence of N embedding functions, each one acting on
image Iτ from the sequence to be segmented. Level set uτ

is constraint by the level set uτ−1 with the following term:

χτ,τ−1(p ∈ Γτ ) =





0 , uτ−1(p) = 0

+
(
uτ−1(p)

)2
, uτ−1(p) > 0

−
(
uτ−1(p)

)2
, uτ−1(p) < 0

(22)

Since the two previously described terms, χπ and χτ,τ−1,
are defined only on the zero level set of u, they are extended
to the entire domain Ω in the following way:

χ′(p) =

{
χ(p) , if p ∈ Γ

χ(p0)|
(
p0 ∈ Γ and p̂p0 = D(p, Γ)

)
, if p 6∈ Γ

(23)
where p̂p0 denotes the distance between p and p0.

Figure 4 shows the segmentation of frame 2 from the pre-
viously presented synthetic sequence (fig. 3) using the pro-
posed approach. The registered contour (as in fig. 3g) was
used as initial and prior shape. Fig. 4a presents the result
of segmentation after convergence, and in fig. 4b the same
result is presented on a binary representation of the object of
interest. Fig. 4c,d show the result obtained with no shape
prior. One can see that the shape prior enables to correctly
identify the object of interest in the presence of spurious
structures on the image.

4.1 Application to echographic data

During the evolution of the level set, the classical curvature
term κ is introduced to smooth the solution, and the region
term is assumed to follow Rayleigh PDF.

The segmentation of the entire sequence was performed
frame by frame. The complete evolution scheme expresses
as follows:

duτ

dt
= (κ + λδδR + λπχ′π + λχχ′τ,τ−1)|∇u| (24)

Figure 4: Segmentation of a synthetic image with (a, b) and
without (c, d) shape prior

where δR is the region term based on Rayleigh statistics, and
λδ , λπ, λχ are weighting terms which enable to tune the
influence of, respectively, the region term δR, the shape prior
χ′π and the temporal consistence term χ′τ,τ−1. Let us note
that the solution was not observed to be very sensitive to
these parameters.

5 Results in echographic data

Processed echocardiographic sequences were acquired us-
ing research ultrasound scanners equipped with a radio fre-
quency (RF) output. The acquisition frame rates were high,
in order to enable reliable estimation of the axial velocity.
From the initial RF acquisition, two types of information
were calculated: (1) the envelope image (2) the axial velocity
field [5].

In this section, we present the different stages of process-
ing and the final results in an apical four-chamber sequence
acquired at 145 fps (fig. 1a). Results obtained in an apical
four-chamber sequence acquired at 322 fps (fig. 1c) are sub-
sequently shown. This latter sequence is particularly adapted
for reliable calculation of tissue mechanical properties, and
is therefore of a great medical interest. However, as a con-
sequence of the very high frame rate, the acquisition angle
is very narrow and the visual quality is extremely poor. The
contrast between the muscle and blood is low, and the sep-
tum itself is difficult to identify in the images (see fig. 1c).

The sector reconstruction of the image, as seen in fig. 1,
corresponds to the geometry of acquisition, and therefore
presents the correct shape of the heart. However, process-
ing was performed on images which were not sector recon-
structed. For coherence, intermediate results will be pre-
sented on such rectangular images, and the final results will
be sector reconstructed. As it is usually done in echogra-
phy, the envelope images presented in this paper are log-
compressed for visual assessment purposes. However, pro-
cessing with the described algorithms was performed on the
non-compressed envelope, which is known to have Rayleigh
statistics [10, 9].

Figure 5: (a) the average velocity variance image, (b-d) ini-
tial, intermediate and final stage of segmentation



5.1 Construction of the shape prior

The issue of constructing the shape prior can be addressed in
several ways. A common choice is to derive it from a set of
training, expert segmented samples [22]. Another possibility
is to manually trace the contour on one of the images from
the sequence.

In the present work, we propose to derive the shape prior
from the data set itself. In [6, 7], we described a method for
cardiac muscle detection based on the variance of the axial
velocity field (subsequently called ξv). Here, we introduce
an original approach, where the sequence of images is con-
sidered as a single multichannel image, representing several
acquisitions of the same object. Indeed, the heart muscle has
a cyclic motion, whose amplitude does not exceed by far the
size of the muscle itself. Consequently, it stays within a con-
strained region of the image. The goal of extracting a prior
shape thus reduces to identifying this region.

Inspired by the work of Germain and Refregier [8], we
propose to process the multichannel image by segmenting
a unique image, which is the average of all the channels.
Segmentation was performed using a conventional, region
driven level set evolution as given by:

du

dt
= (κ + λδδG)|∇u| (25)

where the statistics were assumed to be Gaussian. Fig. 5a
shows the average ξv of ξv from all the frames of the se-
quence, and 5b-d show the initial, an intermediate and the
final stage of the level set evolution on this image. The pa-
rameters of the Gaussian distribution were estimated in the
maximum a posteriori sense, that is re-estimated after each
iteration. Several candidate regions resulted from the seg-
mentation, and the one corresponding to the septum was cho-
sen manually.

The partition resulting from a similar segmentation of the
average of the envelope images was used to derive statisti-
cal properties of the regions in each envelope image. The
obtained statistical parameters of the Rayleigh distribution
were used both in the registration and the segmentation step.

5.2 Registration and segmentation

Registration was performed frame by frame, taking the solu-
tion of frame τ − 1 as initial position for frame τ . After the
registration step was complete, frame by frame segmentation
was performed. In each frame, the registered contour served
both as initial shape and as shape prior for the evolving level
set.

Fig. 6 shows, in one frame, all the steps of the segmenta-
tion algorithm: the initial position of the shape prior, the po-
sition of the shape prior after translation, after rotation and
the final result of segmentation with the shape prior. The
interest of using the axial displacement information in the
registration step is illustrated in fig. 7, in three frames ex-
tracted from the sequence. When taking into account the ax-
ial displacement, the axial motion of the septum is correctly

Figure 6: The different stages of the algorithm shown in one
frame: initial contour, translation, rotation, final segmenta-
tion

resolved (fig. 7a-c). To the contrary, registration without this
displacement prior does not allow correct axial tracking of
the muscle (fig. 7d-f, a dotted line indicates the position of
the contour in the first frame).

Fig. 8 shows segmented frames extracted from the se-
quence. In all of them, the contour matches the muscle very
well. It is particularly encouraging that segmentation is cor-
rect in the upper part of all the images, where contrast is ex-
tremely poor due to the ultrasonic near field. One can appre-
ciate how the contour moves, rotates and bends along with
the contracting muscle. Frame 149 corresponds in the next
cardiac cycle to the same instant as frame 4. The detected
contours are almost identical in the two frames, proving sta-
bility of the algorithm and repeatability of the results.

5.3 Application to very high frame rate acqui-
sition

Fig. 9 shows the results of segmentation obtained in an api-
cal four-chamber sequence acquired at a very high frame
rate. The segmentation procedure was similar to the one
described previously. The axial and lateral motion as well
as rotation of the muscle can be clearly seen in the images.
Frame 327 corresponds in the next cardiac cycle to frame
5: the segmented contours have very similar shapes and po-
sitions, proving again a high stability of the algorithm. In
frame 164 (and neighboring frames in the sequence), where
the contour is at its highest position in the image, the upper
part of the contour tends to drift in the direction of the apex,
due to the very high intensity of the near field.

Figure 7: Result of translation in three frames: (a-c) axial
velocity taken into account during registration, (d-f) no axial
velocity taken into account



Figure 8: Result of segmentation on six frames extracted
from the sequence (numbers indicate frame position in the
sequence)

These results show that the method performs correctly
even in very difficult images. It is definitely the dispmace-
ment information, introduced in the rigid registration step,
which allows to resolve the axial position of the septum.

6 Conclusion

In this paper, we have proposed a scheme for introducing
motion, shape and position priors in the level set represen-
tation. An affine registration algorithm has been developed
within a variational framework, which include the constraint
of an external displacement field. One advantage of the pro-
posed method is that the same formulation of the region in-
formation is used both for registration and segmentation.

Encouraging results were obtained in two entire cardiac
echographic sequence. Until now, very few work have used
level sets on ultrasound images, because of their poor visual
quality as compared to other imaging modalities. It appears
that segmentation of medical echographic data in the level
set framework requires additional prior knowledge, and the
present work proposes a method to overcome this limitation.

Segmentation with our algorithm yields the following re-
sults: (1) the affine registration parameters, (2) the evolved
level sets. From this information, the motion field can be
readily estimated, and it can be used to respond to the med-
ical objective behind this work, that is region tracking in
echographic sequences.

Future development of this work includes integrating reg-
istration and segmentation within a unique level set evolution
scheme, resulting in a robust segmentation algorithm.

As a last point, it is to be noted that recent research in the
field of ultrasonic RF signal processing aims at obtaining the
lateral component of the muscle velocity [11], in addition to
the already available axial component. Estimated lateral dis-

Figure 9: Results of segmentation obtained in a very high
frame rate acquisition

placement could also be taken into account in the registration
framework, to accurately position the shape on the moving
muscle.
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Appendix

Derivation of the affine transform parameters for the com-
plete criterion, including image-based and external displace-
ment constraints as formalized in eq. 18, yields the following
equations:

{
M̂ = −I

−1

G (Iδ − Iη) + I

T̂ = −γ′((M̂ − I)Gdiag + δ̃ − η̃)
(26)

The column vector and the matrix of the weighted centroid
are

Gdiag =

(
Gxx

Gyy

)
G =

(
Gxx Gxy

Gyx Gyy

)
(27)

with
Gij = (1 − αi)LjΓ

g + αiSjΩ
g (28)

where i, j stand for x or y, L, S are respectively the length
and surface of the contour, and GΓ = (xΓ

g , yΓ
g ), GΩ =

(xΩ
g , yΩ

g ) are the centroids of the contour Γ and the region
Ωin, respectively. The weighted inertia matrix IG expresses
as follows

IG =

(
IG/xx IG/xy

IG/yx IG/yy

)
(29)



with

IG/ij = (1−αi)

∫

Γπ

ijds+αi

∫∫

Ωπ

in

ijdω−
GijGii

γi
(30)

The term Iδ is

Iδ =

(
Iδ/xx Iδ/xy

Iδ/yx Iδ/yy

)
(31)

with

Iδ/ij = (1 − αi)

∫

Γπ

δijds −
δ̃iGij

γi
(32)

The term Iη expresses as

Iη =

(
Iη/xx Iη/xy

Iη/yx Iη/yy

)
(33)

with

Iη/ij = (1 − αi)

∫∫

Ωπ

in

ηijdω −
η̃iGij

γi
(34)

where δ̃Γ = (δ̃x, δ̃y) is

δ̃Γ =

(
(1 − αx) 0

0 (1 − αy)

) ∫

Γπ

δds (35)

and η̃Ω = (η̃x, η̃y) is

η̃Ω =

(
αx 0
0 αy

)∫∫

Ωπ

in

ηdω (36)

The generalized weighting vector γ = (γx, γy) expresses as

γ = (1 − α)L + αS (37)

(1 stands for the column vector (1, 1)) and the generalized
inverse weight matrix is defined as

γ′ =

(
γ−1

x 0
0 γ−1

y

)
(38)
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