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Introduction 

 The image and video available on net  

 Image Annotation  

 New Image in Dataset? 

 



 



Metric Learning Concept 

 Metric Learning 

 Learning a distance function for particular task (Image 

Classification) 

 LMNN -> Large Margin Nearest Neighbor 

 LESS -> Lowest Error in a Sparse Subspace  

 Transfer Learning 

 Method that share information across classes during learning 

 Zero Shot learning  

 a new class no training instance with a description is provided such as 

attributes or relation to seen classes.  

 



Methodology 

 Train Dataset with classifier method 

 Obtain a classification model  

 Test other dataset 

 Does it work for a new image who belongs to new class?  

 SVM ? Add new category,  re-run your training step 

 Proposed Method? No need to re-run training step 
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Methodology 

 Metric Learning for k-NN Classification 

 K-NN  

 a ranking problem which is reflected in LMNN 

 LMNN  

 the goal that the k-NN always belong to the same class while 

instances of different classes are separated by a large margin 

 SGD (Stochastic Gradient Descend ) 

 Minimizing the LMNN function by computing gradient 



Methodology 

 Metric Learning for Nearest Class Mean Classifier (multi-

class logistic regression) 

 

 Compute the probability of a class by given image using the 

mean of each class.  

 

 Compute the log-likelihood of ground truth class.  

 

 Minimize the likelihood function using Gradient 

 



Experimental Evaluation 

 Experimental Setup 

 K-NN Metric Learning 

 NCM Classifier Metric Learning 

 Generalization to New Class 



Experimental Evaluation 

 Experimental Setup 

 Dataset 

 ILSVRC’10 (1,2M training image of 1,000 class) 

 Features  

 Fisher Vector of SIFT & Local Color Features 

 PCA to 64 dimension  

 Use 4K & 64K dimensional Feature Vector 

 Evaluation Measure 

 Flat Error : one if the ground truth does not correspond to top label 

with highest score, zero otherwise 

 Top-1 and Top-5 Flat Error 

 



Experimental Evaluation 

 Experimental Setup 

 Baseline Approach  

 SVM (one-vs-rest) 

 SGD Training 

 To optimize the learning metric, projection matrix W is computed 

 SGD runs for 750K-4M iteration 

 Select lowest top-5 error  

 



Experimental Evaluation 

 K-NN Metric Learning 
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Conclusion 

 Metric Learning can be applied on large scale dynamic 

image dataset 

 Zero cost to new classes can be achieved 

 NCM outperforms k-NN 

 NCM is linear classifier 

 K-NN is highly non-linear and non parametric classifier 

 NCM is comparable to SVM  



 



 



 


