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Introduction

» The image and video available on net
» Image Annotation
» New Image in Dataset!?
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Metric Learning Concept

» Metric Learning

» Learning a distance function for particular task (Image
Classification)

LMNN -> Large Margin Nearest Neighbor
LESS -> Lowest Error in a Sparse Subspace
» Transfer Learning
» Method that share information across classes during learning

» Zero Shot learning

a new class no training instance with a description is provided such as
attributes or relation to seen classes.



Methodology

» Train Dataset with classifier method
» Obtain a classification model
» Test other dataset

» Does it work for a new image who belongs to new class?
» SVM ? Add new category, re-run your training step
» Proposed Method? No need to re-run training step



Methodology

» Metric Learning for k-NN Classification
» Metric Learning for Nearest Class Mean Classifier



Methodology

» Metric Learning for k-NN Classification
» K-NN

a ranking problem which is reflected in LMNN

» LMNN

the goal that the k-NN always belong to the same class while
instances of different classes are separated by a large margin

» SGD (Stochastic Gradient Descend )
Minimizing the LMNN function by computing gradient



Methodology

» Metric Learning for Nearest Class Mean Classifier (multi-
class logistic regression)

» Compute the probability of a class by given image using the
mean of each class.

» Compute the log-likelihood of ground truth class.

» Minimize the likelihood function using Gradient



Experimental Evaluation

» Experimental Setup

» K-NN Metric Learning

» NCM Classifier Metric Learning
» Generalization to New Class



Experimental Evaluation

» Experimental Setup

» Dataset
ILSVRC’10 (1,2M training image of 1,000 class)
» Features
Fisher Vector of SIFT & Local Color Features
PCA to 64 dimension
Use 4K & 64K dimensional Feature Vector
» Evaluation Measure

Flat Error : one if the ground truth does not correspond to top label
with highest score, zero otherwise

Top-| and Top-5 Flat Error



Experimental Evaluation

» Experimental Setup

» Baseline Approach
SVM (one-vs-rest)
» SGD Training

To optimize the learning metric, projection matrix W is computed
SGD runs for 750K-4M iteration

Select lowest top-5 error
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xperimental Evaluation

» K-NN Metric Learning

Table 1. k-NN classification performance with 4K dimensional features. For all methods, except
those indicated by ‘Full’, the data is projected to a 128 dimensional space.

k-MNN classifiers
SVM | £4» £y LMNN All Dynamic
Full Full | + PCA 10 20 10 20

Flat top-1 error | 60.2 | 75.0 76.3 729 728 | 67.9 | 65.1 66.0
Flat top-5 error | 382 | 55.9 57.3 50.6 504 | 44.2 | 39.8 40.7
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xperimental Evaluation

» NCM Classifier Metric Learning

Table 2. Performance of k-WNIN and NCM classifiers, as well as baselines, using the 4K and 64K
dimensional features, for various projection dimensions, see text for details.

4K dimensional features 64K dimensional features
Projection dim. 32 64 128 256 512 1024 | Full || 128 256 512 Full
SVM baseline 38.2 28.0
k-NNM, dynamic 10 47.2 422 398 39.0 39.1 404
NCM, learned metric | 49.1 42.7 39.0 374 37.0 37.0 31.7 31.0 30.7
NCM, PCA+{x J8.7 746 717 69.9 688 6.2 | 65.0 63.2
MNCM, PCA+inv.cov. | 73,3 677 60.6 5345 493 46.1 | 43.8
PCA+Ridge-regress. | 86.3 803 739 68.1 628 589 | 54.6
WSABIE [7] 519 451 41.2 394 387 385 32.2 30.1 292
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Experimental Evaluation

» NCM Classifier Metric Learning

Table 4. Average per-class performance of the NCM classifier on the ImageNet-10K dataset,
using metrics learned on the ILSVRC’ 10 dataset, and comparison to previously published results.

4K dimensional features 64K dimensional features || 21K 128K 128K
Proj. dim. | 128 256 512 1024 | 8VM 128 256 512 | SVM [3] [5] [l1]

Flat top-1 | 91.8 90.7 90.5 904 | 860 (| 87.1 863 B6.1 | 78.1 93.6 833 819
Flat top-5 | 80.7 78.9 78.6 78.6 | 724 || 71.7 705 70.1 | 60.9
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xperimental Evaluation

» Generalization to New Class

Table 3. Performance of 1,000-way classification among test images of 200 classes not used for
metric learning, and control setting with metric learning using all classes. Left column denotes
the number of training classes used, and “plain™ denotes k-NN or NCM using the £2 distance.

4K dimensional features 6dK dimensional features
SVM k-NN NCM SVM NCM

Full 126 256 Full | 128 256 512 1024 Full || Full | 128 256 312 Full

Plain 54.2 66.6 61.9
1000 [ 37.6 | 39.1 384 38.6 368 36.4 36.5 27.7 | 317 308 30.6
300 422 424 42.5 404 399 39.6 393 377 371
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xperimental Evaluation

» Generalization to New Class

200-way classification 1000-way classification
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ig. 2. Performance of NCM as a function of the number of images used to compute the means
ir classes not used during training, with and without the zero-shot prior. See text for details.



Conclusion

» Metric Learning can be applied on large scale dynamic
image dataset

» Zero cost to new classes can be achieved
» NCM outperforms k-NN

» NCM is linear classifier
» K-NN is highly non-linear and non parametric classifier

» NCM is comparable to SVM






learning approach of LMNN [16]. Their learning objective is based on triplets of im-
ages, where the distance between a query image ¢ and a target image p of the same
class should be smaller than the distance to a negative image n of a different class. The
(0/1-loss for such a triplet is upper-bounded by the hinge-loss on the distance difference:

Lgpn = [1+ | zq — p Iy = | Lg = In (7% ]+’ 2)

which is zero if the negative image n is at least one distance unit farther from the query
g than the positive image p, and positive otherwise. The sum of the per-triplet loss is
the final learning criterion:

N
L= Y L., 3)

g=1pe P, neN,

where P, and N, denote the set of positive and negative images for a query image z,.
The sub-gradient of the loss is obtained as:

N
VwL =Y Y Y VL., (4)

q=1peP, neNy

Vw Lgpn = [Lgpn > U]]QI’F<I[$,;. — Tp)(zq — mp}T — (g — xp) (g — '—T?n)T), (3)

where we use Iversons bracket notation [-] that equals one if its argument is true, and
zero otherwise.



We formulate the NCM classifier using multi-class logistic regression and define the
probability for a class ¢ given an image feature vector x as:

2
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where .. is the mean for class ¢ € {1,.. ., C'}. Our objective is to minimize the negative
log-likelihood of the ground-truth class labels y; € {1,...,C} of the training images:

LN
L=-% ;lnp{yilril- (7)

The gradient of this objective function is easily verified to be:

N
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To learn the projection matrix 1/, we use SGD training and sample at each iteration a
fixed number of m training images to estimate the gradient.

Note that the NCM classifier is linear in r since we assign an image x to the class
¢® with minimum distance:

" =argmin{ || x — pe |[fy } = argmin { || W ||* =2p] (WTW)z} (9



