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Problem setting

• Person naming in TV shows: Assigning name to human tracks

Leonard

Howard

• Problem: No supervision – annotation cost too much



Problem setting

• Instead, we have access to script:

Leonard looks at the 
robot, while the 

only engineer in the 
room fixes it. He is 

amused.

• Goal: Use this script as a source of weak supervision



Previous work

• In Bojanowski et al. (2013), they extract names from the script:
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Previous work

• In Bojanowski et al. (2013), they extract names from the script:

Leonard

Leonard looks at the 
robot, while the 

only engineer in the 
room fixes it. He is 

amused.

• Problems:
• people not always explicitly mentioned
• Script is a temporal sequence



Can we do better?

• Let’s consider all mentions of humans in the script:
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Can we do better?

• Let’s consider all mentions of humans in the script:

Leonard looks at the 
robot, while the 

only engineer in the 
room fixes it. He is 

amused.

• Challenge: Requires to resolve identity of all mentions, i.e., 
Coreference resolution

Leonard

Howard

?



Our approach

• We propose a model which jointly tackle two problems:

• A vision problem: Track naming 

• A NLP problem: Coreference resolution

• We show improvement on both tasks



Our approach

• Difficulty: Text and video are not directly comparable

• Instead:
• Infer name associated with mention (coreference)
• Infer name associated with track (track naming)
• Align them following temporal ordering (alignment)

Text Video

Mention name Track name

Alignment



What is this coreference resolution?

• Coreference resolution: Resolve the identity of ambiguous mentions 
(e.g., “he”, “engineer”) by finding indirectly a unambiguous mention 
appearing previously in the text

• For example:

Roland arrives. He looks foreign. Ian waits as the foreigner rides up
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What is this coreference resolution?

• Coreference resolution: Resolve the identity of ambiguous mentions 
(e.g., “he”, “engineer”) by finding indirectly a unambiguous mention 
appearing previously in the text

• For example:

Roland arrives. He looks foreign. Ian waits as the foreigner rides up



Formulation for coreferencing

• Each pair of mentions is associated with:
• A feature x
• A link variable R in {0,1}

• Each mention is associated with:
• A name variable Z



Formulation of coreferencing

• We learn a discriminative model over the mention relation:



Formulation of coreferencing

• This problem is in closed form in w and b :

• Where A is an sdp matrix (see Bach and Harchaoui, 2008)



Formulation of coreferencing

• Adding the constraints of coreferencing we have:



Formulation for track naming

• x : feature associated with a track

• y : name assignment of a track

• We use the same formulation as in our coreference resolution model.

Leonard

Howard



Formulation for track naming

• This leads to a similar IQP (similar to Bojanowski et al., 2013):

Where Y is the matrix of all name assignment variables.



Mapping between tracks and mentions

• To ensure a flow of information between text and video, we need to 
align the tracks to the mentions

• We align tracks and mentions based on their name and temporal 
ordering

Leonard looks at the 
robot, while the 

only engineer in the 
room fixes it. He is 

amused.
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Howard
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• We align the track name variable Y to the mention one, Z:

where M is the alignment variable

• Constraints on Y and Z =>                                                      + Cste

Mapping between tracks and mentions



Overall model

• Adding the coreference, track naming and alignment terms, we have:

Where the parameters are fixed on a validation set.

• We relax it by replacing {0,1} by [0,1]

• We alternate minimization in Y, (Z,R) and M

• The minimization in M can be done by dynamic programing.



Results

• We introduce a databases of 19 TV episodes (+scripts) taken 
randomly form 10 different TV series

• We run a standard face detector and tracker.

• We only consider human mention which are subject of a verb



Results on track naming

• Mean average-precision (mAP) scores for person name assignment



Results on coreference resolution

• Accuracy of mention associated with the correct person name



Qualitative results

Hank wags his tongue. Winks at 
Heather. Then he guns it.

Edouard & MacLeod unfurl the 
canvas, searching for the name. 

He then peers at the canvas.

Gabriel cues the entry of a young 
actor Rowan. Rose doesn’t notice 

him. He takes her in his arms.

Method and Dawson step 
in. MacLeod stares at him. 

He starts to laugh

Julie looks to see, what her 
mom is staring at

Beckett finds Castle waiting 
with 2 cups... She takes the 

coffee

Heather(flat), Hank(full) Edouard(flat), MacLeod(full)

Dawson(flat), MacLeod(full) Beckett(flat), Beckett(full)

Susan(flat), Susan(full)

Gabriel(flat), Rowan(full)

Hank MacLeod

Rowan MacLeod

Susan

Beckett



Conclusion

• We tackle jointly a vision and NLP problem and show improvement on 
both sides when combined

• Future work:

• Simplified our model?

• How to take into account actions? Or could this be used to learn 
more principled action “classifier”?
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Problem statement

• A set of image/video containing the same class of object

• With no further supervision, localize all the instances



Our approach

• Select best bounding box per frame/image

• Our approach relies on a weakly supervised formulation introduced in 
Bach and Harchaoui (2008, NIPS)

• We show how to efficiently deal with lot of videos



Discriminative model

• A box discriminability term:



Discriminative model

• Leading the quadratic convex function over z:

Where Abox is a semi definite positive matrix (see Bach and Harchaoui, 2008)



Time consistency

• A time consistency similary term:

On which we build a Laplacian matrix:



Time consistency

• Leading to another quadratic convex function:

Since a  Laplacian matrix is sdp.



Time consistency

• We have additional flow constrains to encourage smooth solutions:



Overall problem

• Non-convex because of the discrete constraints
• Relax {0,1} to [0,1] => a convex problem
• Problem: Very large number of variables and constraints
• Standard solver are inefficient: O(N^3)
• Solution: Frank-Wolfe (FW) algorithm



Frank-Wolfe algorithm

• To minimize a function f over the convex set D, the FW algorithm 
solves at each iteration the following linear problem (LP):

• In our case, this LP can be solved efficiently using a shortest-path 
algorithm for videos and a max function for the images



Related work

• This idea was used recently  in other works:

• Bojanowski et al. (ECCV, 2014) for action recognition in videos

• Chari et al. (Arxiv, 2014) for multi-object tracking 



Results: speed comparison

• For 80 videos, the FW algorithm takes 7 minutes

• We run >1000x faster than standard QP solvers



Results 

• Results on Youtube-Object dataset

• % of correct box following Pascal measure (inter/union > 50%) 

• Small gain (<3%) over [37]

• Reason: Not enough videos (at most 80 per class)?



Results

Qualitative comparison between our  image model (red) and our video one 
(green)



Conclusion

• We show an efficient algorithm for weakly supervised problem in 
videos

• Relatively small gain in localization performance



Thank you.



Failure cases

Beckett turns… She bites her 
lips and shakes her head

Elaine Tillman, fragile but 
with inner strength. She looks 

to Megan.

Elaine(flat), Megan(full)Beckett(flat), Castle(full)

Castle Megan

Porter opens his mouth.
Lynette tries to pop the pill, 

but he shuts it.

Lynette(flat), Lynette(full)

Lynette



Performances with number of iterations

Performance of flat 
model

Performance of flat 
model



Results

• Surprisingly, adding images gives only a marginal boost…


